Chapter 3
Escape

Study Objectives

For this and the remaining chapters in the Advanced Enrichment Section, be prepared to answer any of the interspersed questions in an oral quiz. For the conceptual questions, you just give your best shot; you don’t have to be correct, just profound. And in general, it won’t hurt to prepare one or two impressively insightful questions or comments.

Big Hat

Here’s another example. You’re a 5-foot-2 woman sitting in a movie theater. A 6-foot-2 dude with a big hat sits right in front of you.  You can’t see the screen. So you move one seat to the right. The visible screen (presentation of a reinforcer) probably reinforces your switching seats. So that’s probably a reinforcement contingency, not an escape contingency.

Question: 

Suppose instead of moving, you ask Big Hat to remove his hat. Reinforcement or escape?

Our answer: 

Still reinforcement. You’re making a response that produces a reinforcer—the sight of the movie on the screen. The form of the response doesn’t matter; you can move or you can ask him to remove his big hat, but the after condition (outcome) is the same—the sight of the movie on the screen. And it’s the relation between the before and after condition that determines whether you’ve got a reinforcement or an escape contingency. When you go from no sight of the movie before the response to having sight of the movie after the response, that’s the presentation of a reinforcer, and that’s reinforcement.
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ASLEEP AT THE KEY BOARD

12:00 A.m. For the last 5 hours, Sid had been at his computer, writing his dissertation. His chin gradually sank to his chest. Then his head jerked up. He opened his eyes and looked at the computer screen. The little finger on his left hand had written “zzzzzzzzzzzzzz.” My little finger knows where it’s at, he thought, as he pushed the back delete key. But I’ve got to put in at least one more hour.

The minutes trickled out of the clock even more slowly than the words trickled out of Sid’s fingers, as he tried to stay awake, nodding off now and then for a micro-nap.

12:20 A.M. Sid pushed his chair back from the computer, stood up, and zombied over to the tattered, green couch. He’d just rest a minute or so.

12:21 A.M. Sid was sleeping soundly.

Analysis
Here’s one way to break new ground, when you’re doing theoretical analyses of behavior. You take an innocent everyday psychological phenomenon and you ask this question: “Can we treat a component of that phenomenon as behavior?” So, in Sid’s case, you’d ask, “Can we treat going to sleep as a response, like all other responses, like typing, like standing up, like walking to the couch.”
And everyone will normally reply, “Of course not. Ridiculous. Going to sleep is just . . . well, it’s just going to sleep. It’s different.”

Then you say, “Be patient. For the moment, let’s assume it is a response and see where that assumption takes us.”

Where that assumption should always take us is to the next question: “If it’s a response, then what’s causing that response? Reinforcement by the presentation of a reinforcer or reinforcement by the removal of an aversive condition? And what is that reinforcer or aversive condition?”

So what’s your answer?

Here’s our answer: First, we’re dealing with reinforcement, a process that makes the response of sleeping more likely. But sleep is not a reinforcer, at least we don’t think so.

Suppose you’re working on your assignment, and you’re not the least sleepy. But sleeping is a big reinforcer for you. Unfortunately, you have just slept for 9 hours and there’s no way you can go to sleep again. No way unless you take a pill from your bottle of the world’s most powerful sleeping pills.

Would you take the pill? You might if sleep really were a reinforcing condition for you. Just like you might eat when you’re not hungry, because it tastes so good. Just like you might drink when you’re not thirsty, because it tastes so good. Food and drink are reinforcers.

But we think you wouldn’t normally try to sleep when you’re not sleepy; sleep only feels good in comparison with the aversive condition of being sleepy, whereas food and drink may taste good, even without the aversive conditions of being thirsty and hungry.

We think you make the response of going to sleep because, in the past, the removal of that aversive condition reinforced that response. Sleep is an escape response, not an approach response.

Escape Contingency
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Let’s look at it from a slightly different view. First-person subjective. As I edit this section, it’s two and a half hours past my bedtime. I’m real sleepy. Let me just say I find it aversive. Trust me. You wouldn’t challenge me, if I said, “Your standing on my toe would be aversive—at least for me.” You wouldn’t say, “No the big deal is the reinforcer of not having me stand on your toe.” Trust me when I say, “Being sleepy is aversive for me, as I type these very words; it’s not that being asleep is so reinforcing in its own right.”

You won’t trust me? I don’t blame you. Will you trust this: I just got up, went to the fridge, grabbed a diet Coke, and am now guzzling down the caffeine. Moral: There’s more than one way to escape an aversive condition. I can go to sleep, or I can take the drug of caffeine. (The caffeine seems to be having its effect already, as I escape from the land of the heavy eye lids.)
For one reason, I offer my true confession of someone who procrastinated working on this chapter so long that he’s having to stay up after his bedtime. The reason is to show that two different responses take me out of the sleepy state and put me into two different states, either not being sleepy by being asleep, or not being sleepy by drug-induced wakefulness. This supports the argument that it’s not getting into the reinforcer of sleep that controls my behavior, rather it’s getting out of the aversive condition of sleepiness that controls my behavior.
Let me add a final plank in my platform. One reviewer of this chapter said that sleep deprivation is just what we need to make sleep reinforcing; it’s not that sleep deprivation is aversive. Maybe, but that wouldn’t explain why I went for the Diet Coke. Sleep deprivation didn’t increase the reinforcing taste of the Diet Coke. Instead I grabbed at that Coke, just like a rat in a shock box grabs at the response lever—it brings relief.¹
Question
1. Do a behavior analysis of going to sleep, including diagramming the contingency.

WHAT’S THE SLEEPING RESPONSE?

I argue that being sleepy is an aversive condition which we escape by doing caffeine or “going to sleep.” The point of that argument is that this involves an escape contingency rather than a reinforcement (positive reinforcement) contingency.
But my question here is, “What’s ‘going to sleep’”?
It seems to me that being wakeful, being sleepy, and being asleep are conditions or states, like being hungry (food deprived); they aren’t behaviors (even though a dead man couldn’t be awake and so being awake does pass the dead man test). Is that right? What do you think? And does anyone know of other behavioral or traditional approaches to this issue?

Now when I diagram this I do what might be a cop out:

Before: I suffer the aversive condition of sleepiness.

Behavior: I lie down on the couch, close my eyes, and count sheep.

After: I don’t suffer the aversive condition of sleepiness.

My concern here is, what I’d really like to consider the behavior to be is “going to sleep.” But I’m not sure going to sleep is behavior. I understand doing the behaviors of lying down, closing my eyes (not sure about the dead-man test here) and counting sheep. But is there more to the behavior of “going to sleep”? Am I missing the real essence of that behavior or not? Again, what do you think? And, again, does anyone know of other behavioral or traditional approaches to this issue?

Question

1. What’s your take on the sleeping response?
CONSTIPATION-CAUSED ENCOPRESIS²
Poor Joan was a normal, healthy, 12-year-old girl. Except she suffered the pain of constipation (only one bowel movement per week). And she suffered the humiliation of frequently soiling herself (a common byproduct of chronic constipation). She soiled herself about once every 4 hours! All previous attempts to help Joan had failed. These included Rogerian family therapy, scolding her, grounding her, and ignoring the problem. Nothing worked.
Ahmos Rolider and Ron Van Houten helped Joan, using this behavioral intervention: The parents required the child to sit on the toilet three times a day, 20 minutes in the morning, 40 minutes in the afternoon, and 90 minutes in the evening! Or until she had had a normal bowel movement for that day. If she had a bowel movement during one of these three sessions, she could escape the remainder of that session and avoid future sessions for that day. If she had a bowel movement at times other than during one of the three sessions, she could avoid future sessions for that day. The parents verified each success.

The results? Joan’s frequency of bowel movements went from once a week during baseline to once a day during the intervention! In fact, the daily bowel movements started on the first day and occurred everyday there after. And by the eighth day of this intervention, Joan was reliably having her bowel movements in the morning before the first scheduled session of the day. By the third day of the intervention, she had gone from soiling herself once every four hours to not soiling herself at all. She remained clean from then on. They stopped this intervention after 41 days. One year later 

Joan was still having regular daily bowel movements with no soiling since the behavioral intervention. Ahmos and Ron got rid of a 7-year problem in 7-weeks! Not bad.
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Question

1. Now what do you think was going on here?

a.
Was Ahmos and Ron’s intervention based on reinforcement by the termination of an aversive condition (having to sit on the toilet)? 

b. Or was it reinforcement by the presentation of a reinforcer (the opportunity to take part in life’s normal activities)? 

c.
Or is this one of those cases that causes you to think Jack Michael is right and we shouldn’t bother trying to distinguish between the two types of contingencies.

THE TOOTHPASTE THEORY OF SELF-EXPRESSION

In Chapter 3 of EPB, we introduce the following false general rule: The toothpaste 
theory of abnormal behavior—Abnormal behavior flows out of sick people like toothpaste squeezed from a tube. The abnormal behavior results from inner pressure.

Now there is a parallel false general rule. The toothpaste theory of self-expression. For example, the person just has to express his hostility, love, her view, or artistic urges. Watch out for the toothpaste theory of self-expression; it can mess things up just as much as the toothpaste theory of abnormal behavior.
Question

1. 
I say watch out for the toothpaste theory of self-expression.
      a. 
What does that mean?
      b. 
Why do I say that?
      c. 
Do you agree and why or why not?

CONCEPTUAL QUESTIONS

1. 
Remember our rejection of fear in favor of our already-established technical term aversive. Well, here’s a phenomenon we didn’t consider. How should we deal with the young child’s tendency to run to his or her mother in the presence of strangers? Will aversive handle that one or do we need to fall back on fear or some other concept? To answer this, you need to see to what extent our definition of aversive covers running to the mother. In other words, suppose we know the presence of strangers, when not in contact with Mom, is aversive. Then is there anything in our definition of aversive that would suggest the presence of strangers would cause the child to run to his or her mother?

a. Please complete the diagram.
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b. What do you think about this analysis?

2. The raindrops keep falling on your head. You put up your umbrella. The raindrops stop falling on your head. What’s the negative reinforcer? Be careful now; this one has confused many a professional.

a. Your answer?

b. Why do you say that?

3. Give an original example of the toothpaste theory of abnormal behavior.


a. Your answer?

b. Why do you say that?

4. Can we treat sleeping as behavior like other behavior? Why?


a. Is it meaningful to ask what causes sleep, reinforcement based on the presentation of a reinforcer or reinforcement based on the removal of an aversive condition?



i. Your answer?


ii. Why do you say that?


b. And if it is meaningful, what’s your        answer?



iii. Your answer?


iv. Why do you say that?

NOTES FROM A ROVING, RADICAL BEHAVIORIST

HARVEY JACOBS

As an escape response, “going to sleep” would appear to be under the contingencies of negative reinforcement rather than positive reinforcement. Going to sleep may not be simply a response but could represent an operant class (a group or class of responses with at least one response parameter in common) depending how one assumes the common response parameter.

Going to sleep could also constitute (with or without consideration of the operant class issue) a chain of behaviors of which each element has varying probabilities of occurrence depending on prevailing environmental and physiological variables. Early components of the chain, such as lying down, would have a greater probability of occurrence each time than later components such as whether one counts sheep (if one is having trouble losing consciousness/sleep), putting a pillow over one’s head (in case of a noisy apartment neighbor), etc. This would assume that each component of the chain has multiple sources of control to allow dynamic relations between elements rather than simply a linear path. Hence, in the presence of substantial drowsiness and no neighbors, the path to loss of consciousness/sleep may be under greater physiological than environmental control (i.e., lay down and zonk out). On the other hand, in the presence of reduced physiological salience, such as when you haven’t slept in a long time and are having trouble doing so but know you need to, the tortured chain may include: lay down, close eyes, open eyes, close eyes, count sheep, toss and turn, put pillow over head, etc. 
The question might be raised if many of the components of this longer chain are functionally related to sleeping or simply “superstitious” behavior. Maybe yes, or maybe no in the sense that these various behaviors may have some history of being classically conditioned to sleeping and retain various properties to elicit the physiological elements of that response and we follow them in some order of probability of effect. The issue of superstitious behavior probably doesn’t matter for our definition of a behavior chain in the sense that each response sets up the conditioned reinforcement for the preceding response (in this case probably negative reinforcement of trying something else to fall asleep over the failed previous response) and a discriminative stimulus for the succeeding response (under multiple sources of control). How each element acquired is source of control is less important (or not important at all) relative to the fact that it evokes control in the presenting situation.
Harvey, thanks for an impressive and thoughtful analysis. Dick

BELINDA LAZARUS

Hi Dick: Isn’t sleep a reflex like the knee jerk with just a longer interval between the stimulus or state and the response? One can ward off sleep for a time with coffee, etc., but eventually no matter what we do we will fall asleep. Like, when the doctor pounds on your knee, no matter how much you concentrate or try to resist, your knee jerks.
I also don’t believe that one can say that sleepiness is an aversive in every case. When I am ready to sleep, sleepiness is a desirable state. Belinda
Belinda, yeah, you’re putting your finger on the issue that bothers me. Is sleeping a response (behavior) or just a state or condition. And if it is behavior, is it operant or respondent. I think Harvey’s operant behavior chain is clearly relevant, but I’m not sure whether it’s the prerequisite to or if it’s the only behavior involved. Concerning the aversiveness issue; if sleepiness is sometimes a desirable state, it may just be because it is a condition that will allow you to go to sleep as an analog to an avoidance response, where you are avoiding being sleepy tomorrow. Or if you mean being asleep is a desirable state, so is having the shock off, if it’s currently on, but that still leaves the condition of being sleepy while your still awake as a strong candidate for an aversive condition. Thanks, Dick
(Belinda teaches at the University of Michigan, Dearborn.)

DALE BRETHOWER

Dick, I think it’s easier to think of going to sleep as performance (behavior plus accomplishment) than as behavior. But, then, I think that about a lot of activities. Dale
Dale, then what’s the behavior? Dick
Dick, I don’t much care what the behavior is; I know there is some and I know the accomplishment; if there’s a problem accomplishing, then I’m interested in more detail about the behavior and would specify it, e.g., lying down, closing eyes, doing a relaxation/concentration exercise. If the accomplishment occurs better, faster, etc. it tells me whether the analysis/behavior spec is OK. And that’s how you’d know what the behavior is, even if you wanted to describe the behavior just to show you could. Dale
Now, gentle readers, these bottom-of-the-line OBM guys have a sort of charming, Tom Gilbertish, condescending arrogance, like why are you smart-guy, ivory-tower, university professors wasting your time splitting behavioral hairs, when there are production quotas to be met, profit margins to be exceeded, and strikes to be settled. The fact that Dale is, himself, one of those smart-guy, ivory-tower, university professors is irrelevant. Dale, I care about what the behavior is because I think behavior and its interaction with the environment is the subject mater of our scientific discipline. Because I want to know how things work, not just that they do work successfully. I think you are advocating an engineering approach, which is perhaps appropriately more concerned with accomplishment and not concerned with why the watch ticks, as long as it keeps good time. But I think there is room in the universe for people not only to ask why the watch ticks but for them to get paid for so doing.
(For those of you who don’t know him, Dale Brethower is a member of WMU’s psych department, where he teaches courses in organizational behavior management. He was perhaps the first person to ever apply behavior analysis to organizational problems. He is also the recipient of the OBM Network’s Lifetime Achievement Award and current president of the International Society of Performance Improvement [ISPI is an even bigger professional organization than ABA.])

 TERRY MCSWEEN

Interesting question. Guess I consider “sleeping” a mental equivalent of digestion, therefore not behavior. The mental activity, REM sleep, etc., would seem to be to be an unlearned, biological response.
Seems to me that “going to sleep” is little more than what you identified, “I lie down on the couch, close my eyes, and count sheep.” Why would you like to consider “going to sleep” as behavior? Do you see going to sleep as more than laying down & closing the eyes? Terry

GALEN ALESSI

I agree with your approach. ‘Sleep’ is the whole organism response under control of the establishing operation of fatigue and whatever else is going on physiologically that makes us “sleep deprived.” Like water, food or sex deprived. ‘Sleeping’ is like ‘eating’ a generic term for the response class of behaviors associated with countering that establishing operation. That’s my 20 second response.... later.   Galen

ROB OBER

Dick: How bout being tired as an Establishing Operation sort of thing that makes sleep more reinforcing - inevitable...... R

(Rob is a WMU and University of Kansas alumnus.)
DICK REPLIES

It looks like there is general agreement that going to sleep is a chain of operant behaviors that lead to and are probably reinforced by sleep or the escape from sleepiness. 

Sleeping, itself, has less consensus:

Ÿ a reflex – Belinda

Ÿ a mental equivalent of digestion, therefore not behavior – Terry 

Ÿ an operant response – Galen and Rob

So that’s what I’ll put in a footnote in my EPB Advanced Enrichment Sections booklet. And I may append this interesting set of reader responses for optional reading, if none of you object.

Thank you all, Dick

Chapter 5
Penalty

Controversy: 
IS THE LAW OF EFFECT
AN EXAMPLE OF
CIRCULAR REASONING?

EXAMPLES OF CIRCULAR REASONING

City Slicker: Why are you able to grow so many great-tasting sweet potatoes?
Farmer: Because the sweet potato goddess, who lives in the center of the earth, likes me. I always put part of the sweet potato back in the ground so she can have a bit too.
City Slicker: Really? How do you know there’s a sweet potato goddess and that she likes you?
Farmer: Because my potatoes grow so well.
* * *
Here are some examples of circular reasoning: 
Farmer: Why do you keep a paper tiger in your front yard 24 hours a day?
City Slicker: To keep the real tigers away.
Farmer: How do you know the your paper tiger keeps the real tigers away?
City Slicker: ‘Cause there aren’t any real tigers here are there?
Farmer: Yes, but you live in Kalamazoo, Michigan!
* * *
Tom: I’m down. You know I kind of like Sue. But she walked right by me today and didn’t even say “Hi.”

Joe: I don’t understand. Why didn’t she speak to you?

Tom: Because she doesn’t like me.

Joe: Really? How do you know she doesn’t like you?

Tom: Well, she didn’t speak to me did she? That must mean she doesn’t like me.

Joe: Wait a minute. You’ve had Logic 101. You know you can’t use the thing you’re explaining to prove the existence of the cause in your explanation.

* * *

Joe’s right. The farmer can’t explain a good sweet potato crop by pointing to a loving goddess and then argue that the good crop proves the existence of the loving goddess. The farmer needs independent proof of the existence of the love goddess—like someone’s seen her. Put another way, the good crop may have resulted from something else, like the farmer’s being sure to replant a few sweet potatoes each year to ensure the next crop.

Also the city slicker can’t explain the absence of tigers by pointing to the power of his paper tiger and then argue that the absence of the real tigers proves the power of the paper tiger. The the city slicker needs independent proof of the existence of the power of the paper tiger—like when he removes the paper tiger, he hears ferocious growling in his front yard at nights. Otherwise the absence of tigers might have more to do with the city slicker living in Michigan.

And Tom can’t explain Sue’s ignoring him by pointing to her not liking him and then argue that her ignoring him proves she doesn’t like him. Tom needs independent proof that she doesn’t think too much of him—like she told him so. Put another way, Sue might have been thinking so intently about Sid’s seminar that she didn’t see Tom.

These are all circular arguments because they explain an event (good potatoes, no tigers, being ignored); then they point to the event explained as proof of the existence of the cause (goddess, powerful paper tiger, dislike).

Circular reasoning occurs when you say, “A causes B. We have A; so that proves that A exists and that it caused B.” This is a logical error, because other factors might also have caused B. This means B might have occurred even though there was no A. So the occurrence of B doesn’t prove the existence of A.


Here are some common psychological examples:
Why does Sally do poorly in school? Because she’s not intelligent. How do you know she’s not intelligent? Because she does poorly in school.

Why can’t Johnny read? Because he has dyslexia. How do you know he has dyslexia? Because he can’t read.

Why can’t Dickey spell? Because he’s minimally brain damaged. How do you know. etc.

Here’s one we see college professors doing all too frequently: Why don’t your students do their homework? Because they’re lazy and don’t care about learning. How do you know? Because they don’t do their homework. (Incidentally, many of those so called lazy students work 20 or 40 hours a week so they can go to college. And many of those students who presumably don’t care about learning drive an hour each way to class every day. And the full-time students are paying more than $10,000 a year for something they don’t care about! Be serious.


THE LAW OF EFFECT

Critics of behavior analysis sometimes say reinforcement is not a useful concept, because its application always involves circular reasoning, like the previous examples.

For instance, suppose the father asks, “Why is our little Chris crying?” 

And suppose the behavior-analyst mother answers, “Chris cries because the new baby sitter reinforces crying by paying attention when he cries.” 

The father then asks, “What makes you think the new baby sitter’s attention reinforces the crying?” 

A mother who has not read this book might make this erroneous circular answer: “I think the attention is acting as a reinforcer because the child is always crying.”
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 Chris cries.

 Why does Chris cry?

 Because the sitter’s attention reinforces his crying.

 How do you know the sitter’s attention reinforces his crying?

 Because Chris cries.


And around in the circle we go.
The critic of behavior analysis would peek from beneath the stone where he was hiding and say, “Caught you! Your reasoning is circular. You can’t explain Chris’ crying by pointing to reinforcement and then argue that his crying proves the baby sitter reinforces the crying. Put another way, the baby sitter might be too aversive to Chris; in other words, maybe the baby sitter is just so nasty that he causes Chris to cry.”
But a mother well grounded in Logic 101 might have answered this way instead: “Here’s why I think attention is acting as a reinforcer for Chris’ crying: I have independent proof that attention is a reinforcer. If I occasionally pay attention to him when he’s drawing and coloring, he draws more than when I ignore his artistic acts. I could give you a dozen other examples where contingent attention increases the rate of the response.” That doesn’t mean the baby sitter was reinforcing the crying, but at least the mother’s explanation isn’t circular.
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 Chris cries.

 Why does Chris cry? 

 Because the sitter’s attention reinforces his crying.

 Why do you think the sitter’s attention reinforces his crying?

 Because attention has reinforced other behavior of Chris’. (You could also add an even more powerful argument: When crying is ignored, it doesn’t occur so frequently.)

So in that way, we can point to reinforcement as a cause
 of behavior, without committing the logical error of circularity. The criticism we’re addressing is known as the criticism of the circularity of the law of effect. But now that you’ve read this, we’re sure no critic can bowl you over with such shallow thinking!

This criticism of the alleged circularity of the law of effect can take a more complex form: Why does the behavior increase in frequency? Because it has been immediately followed by reinforcers. How do you know those outcomes are reinforcers? An illogical, circular answer would be: “Because they increase the frequency of the behavior that precedes them.” A logical, noncircular answer would be: “I have independent evidence that those outcomes increase the frequency of the behavior, and I define such outcomes as reinforcers.” The independent evidence might be from a reversal design where I alternated extinction and reinforcement, with the result that when we had reinforcement, we had responding.

Question

1. The Circulatiry of the law of effect—state the criticism and answer it, using an example to make our point.


Terminology

In a sense, no technical concept of punisher parallels the concept of reinforcer. So we talk about positive and negative reinforcers, but we don’t talk about positive and negative punishers, though we might talk about positive and negative punishment .

But that’s not quite true. Some behavior analysts use negative reinforcer for reinforcement by the removal of an aversive condition. And they use punisher for punishment by the presentation of an aversive condition. But, fortunately, none have been so consistent as to use negative punisher.

***

Behavior analysts often use contingencies of reinforcement as a general term to mean both contingencies of reinforcement and contingencies of punishment. I fear that this lack of precision may often cause us behavior analysts to ignore the important role of punishment contingencies in everyday life, whether they approve the use of punishment contingencies in behavioral interventions.

***
Our past reinforcement and punishment contingencies control the response of the present moment. The present contingency doesn’t affect the present response, because the present contingency doesn’t go into play until after you make the present response. So the present contingency will affect only the 

likelihood of future responses. That means you shouldn’t say the present response occurred because it produced a reinforcer. The present response occurred because, in the past, it had produced reinforcers.
Conceptual Questions

1. What is your view of the benefits of basic research?
2. Suppose you go to your family physician with the flu, an appendicitis, or a broken arm.
a. What would you think if the doctor said he wanted to get baseline data for a week? Would you change physicians or comply?

b. Are there conditions where it would make more sense to go for a medical baseline? Please explain.


3. And what about behavioral interventions? Are there conditions where it would make sense not to go for a behavioral baseline? Please explain.

4. Why do you think Frank eventually stopped slapping his face during baseline?

5. What do you think of the ethical issues of using punishment by the removal of reinforcers in contrast with using punishment by the presentation of an aversive condition? Does 

punishment by removal raise the same ethical questions as punishment by presentation?

6. Would you like to use punisher, with or without its positive and negative prefixes?

How Long Should Time-out Be?

· Please go to Notes from a Radical Behaviorist which you can find on the web at

· http://www.behavior.org

· Then at the bottom of the page click on Virtual Community
· Then click on Go to the BVC
· Then click on Notes from a Radical Behaviorist 

· Scroll down until you find               
FW: Notes from a Stationary Radical Behaviorist: How Long Should Time-out Be? 
· Then read the messages dealing with How Long Should Time-out Be? 
· Then post a reply worthy of sharing with the world, 

· or prepare an oral comment worthy of sharing with this class.

Chapter 9.
Unlearned Reinforcers
and Aversive Conditions

Controversy

APPROACHING REINFORCERS VS.
ESCAPING AVERSIVE CONDITIONS¹
For some time, a question of Jack Michael’s has bothered me. Here’s Jack’s question: Can you really tell the difference between reinforcement by the presentation of reinforcers and reinforcement by removal of aversive conditions? He follows that tough question with another: If you can’t, then shouldn’t you stop talking as if you can? Shouldn’t you just talk about reinforcement contingencies and stop talking about two types of reinforcement contingencies—regular reinforcement contingencies and escape contingencies?

The Thermostat

Jack then goes on to give tough examples, somewhat like this one: An increase in the temperature from 32o toward 72o will reinforce adjusting the thermostat²; that’s the presentation of more heat which we might be tempted to call reinforcement or positive reinforcement because it involves the presentation or addition of something —the heat.

Escape from an Aversive Condition?




And a decrease from 92o toward 72o will also reinforce adjusting the thermostat; that’s the removal of heat
Escape from an Aversive Condition?
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Are these examples of reinforcement by the presentation of reinforcers, reinforcement by the removal of (escape from) aversive conditions, one of each, or what? Intuitively I’d say they are both escape from aversive conditions—a temperature that’s harmfully too low or harmfully too high. 
What does your heart tell you?

Incidentally, I now agree with Jack that the issue of presentation and removal isn’t the crucial issue in deciding whether we should try to distinguish between escape and reinforcement contingencies. The following is what I now think is crucial.

The Cake and the Blizzard

Now, at last, I may have the answer, at least for me and maybe for you too (one that depends on the head more than the heart): Have you ever stuffed yourself so full that eating a fourth piece of cake would not be reinforcing? But you sure wish the fourth piece would be reinforcing? To put it in everyday terms, you’re not hungry, but you wish you were so that you could have the pleasure of eating another piece of cake. I’ve been there many times. That’s potential reinforcement by the presentation of a reinforcer.
Reinforcement Contingency



Have you ever been in a position where you entered a warm and cozy home from a raging blizzard outside, and you wished you were outside so you could have the pleasure of coming inside again? To put it another way, you’re no longer freezing your tail off, but you wish you were so you could warm it up again? I’ve never been in that position, though I’ve sought refuge from many a raging blizzard. Taking refuge is reinforcement by the escape from an aversive condition.

Escape Contingency

The difference between those two examples suggests to me the fundamental difference between reinforcers and aversive conditions. But it isn’t science. However, I just ran across some science that may say the same thing.

The Real Rat Experiment
A rat has a pair of small electrodes implanted in its brain (a spot in its hypothalamus). Mild electrical stimulation of that spot acts as an establishing operation, like food deprivation; it increases the frequency of the behavior of eating food so much that a satiated rat will eat when it is stimulated there. It’s as though, if you were stimulated that way, you’d find yourself eating that fourth piece of cake.
Reinforcement Contingency 1




[image: image8]
The question is: Is that establishing operation also a reinforcer? And the answer is: Yes. That electrical brain stimulation will reinforce the lever press response that produces it. Put a satiated rat in a Skinner box full of food, and it will press the lever that stimulates its hypothalamus. This, in turn, establishes food as a sufficient reinforcer that the rat starts eating.³

Reinforcement Contingency 2



[image: image9]
It’s as if you wished you would find that fourth piece of cake reinforcing, and your fairy godmother says, “Wish upon the magic lever, and your wish will come true!”

But maybe the reinforcing value of the brain stimulation has nothing to do with its effects as an establishing operation. The researcher checked that one out, and here’s the result: Rats won’t press the brain-stimulation bar when there’s no food in the Skinner box. In everyday words, they won’t make themselves hungry if there’s nothing to eat.

The Imaginary Rat Experiment
Now, no one has done this imaginary next experiment. But probably we can predict the results: You place the rat in a Skinner box with a shock-grid floor. You give it escape training. The shock comes on and stays on until the rat pulls a chain. 

That part’s not too imaginary. The chain pull is the escape response. Turning the shock on is an establishing operation. The shock on is an aversive condition. Turning off the aversive shock reinforces the chain-pull escape response. This is equivalent to Reinforcement Contingency 1 in the previous experiment, The Real Rat Experiment. 

Of course, but now comes the imaginary part of this new experiment: will the rat now press a lever, if that lever turns on the shock?
Questionable Reinforcement Contingency 


This second contingency, the Questionable Reinforcement Contingency, is the equivalent to Reinforcement Contingency 2 in the previous experiment. In that case, the satiated rat would press the lever that turned on the establishing operation—brain stimulation established the food as a reinforcer. Now in our hypothetical experiment, would the rat press the lever that would turn on the aversive stimulation (the establishing operation)? It should, if there’s no difference between reinforcement by the presentation of a reinforcer (food) and reinforcement by the removal of an aversive condition (painful foot shock). To put it mentalisticly, the rat likes to have that stimulation of his hypothalamus when it motivates him to press the lever that produces more food. But you know darned well 
the rat will not press the lever that turns on the foot shock. To put it mentalisticly, the rat does not like to have that electric stimulation of his feet even though it motivates him to press the lever that turns off that stimulation.  

To continue the mentalistic description, we want the fourth piece of cake, and the rat wants more food, though we’re both satiated. We do not want the warm home, and the rat doesn’t want the neutral Skinner box, in the same sense. Instead, we want to escape the blizzard, and the rat wants to escape the foot shock.

So I conclude with this rough general rule: The reinforcement/escape rule—if the organism will make a response that produces the before condition, then you have a reinforcement contingency; otherwise, you have an escape contingency.
Thirst

Many students have asked about “thirst.” The water deprived rat presses the lever and receives a drop of water. Is that reinforcement or escape? Classically, behaviorists have treated it as reinforcement, the presentation of a reinforcer (water). But, what if we use our more sophisticated criterion; what if we ask, would the rat pull a chain and put itself in a condition of water deprivation so that it would then find drinking water reinforcing? Would the rat then pull the chain? No one’s done the experiment, but intuitively I doubt if the rat would pull the chain. So then, if my intuition is right, the rat is pressing the water reinforced lever because that escapes the aversive condition of water deprivation and dehydration, rather than because the water tastes irresistibly good. Of course you can load the water up with all sorts of reinforcers, like alcohol, caffeine, and sugar; then at least we, if not the rat, might pull the chain that would put us in a condition of water deprivation, or maybe sugar deprivation, so we would find drinking the laden fluid reinforcing.

Conclusion
So this analysis says to me, yes, the two types of reinforcement do differ. What does it say to you?
QUESTIONS
1. For each of the following topics, be able to do the diagrams, make the argument, and state the conclusion.

Ÿ The thermostat.

Ÿ The cake and the blizzard.

Ÿ The real rat experiment.

Ÿ The imaginary rat experiment.

2. What’s the conclusion?

CONCEPTUAL QUESTIONS

1. 
What’s your position on the distinction between approaching reinforcers and escaping aversive conditions? Please explain.

2. 
Note we do run into some language problems when we try to achieve parallel treatments between reinforcers and aversive conditions: We can say, “Withholding food is an operation that establishes food as a reinforcer.” But we can’t say, “Presenting shock is an operation that establishes the shock as an aversive condition.” The most parallel form would be, “Presenting shock establishes the absence of shock as a reinforcer.” But no one has ever considered the absence of shock to be the reinforcer in an escape contingency. Should they? What do you recommend?

Concept

THE incentive OPERATION

The establishing operation (water deprivation) affects the before condition (dehydrated cells), which, in turn, affects the motivational level (sensitivity to water as a reinforcer). (The same applies to aversive conditions). The before condition refers to the condition of the organism or environment before the response (for example, the organism has no food, water, or sexual stimulation; or the organism is hot or cold; or the organism is receiving electric shock).

Now we need to re-introduce another concept, after condition. By after condition, we mean the reinforcer that follows the response (for example, food or water for reinforcement).   But to be consistent, we also mean the aversive condition that follows the response (for example, electric shock for punishment).

An establishing operation affects the conditions before the response., and an incentive operation affects after conditions after the response. By this, we mean the amount of food or water reinforcer or the intensity of the electric shock (the aversive condition) that follows the response.  

To tie it all together, an incentive operation establishes the value (size, intensity, etc.) of a reinforcer or aversive condition. Suppose an after condition is the orange-juice reinforcer a syringe squirts into a monkey’s mouth when she presses a lever. Then the after condition is the amount of that orange juice in each squirt (for instance 1 cubic centimeter). The incentive operation is the adjustment of the syringe so that it squirts out 2 cc of juice instead of 1.4 



Concepts

After Condition
Ÿ The reinforcer or aversive condition

Ÿ that follows a response.

Incentive operation
Ÿ A procedure that

Ÿ affects the value, amount, or intensity of the after condition. 

Here’s another example:  Instead of giving a child with mental retardation one raisin each time she says a word correctly, you now give her two. The after condition is now two raisins. The establishing operation is the withholding of raisins and other sweet foods for a few hours, so that the child’s motivational level could be described as high. Now this motivational level tells us about the child’s sensitivity to reinforcement by a given amount of a raisin reinforcer. And the after condition tells us what that amount of the raisin reinforcer is. And, generally, the greater the amount of the reinforcer (the greater the after condition), the more effective it will be. 

Question
1. Define and give an example of the following:

a.  after condition

b.  incentive operation

Comments:
Note the EO (establishing operation) affects the before condition. Dehydrated cells are just a variation on the no water theme. Student question: How can a larger reinforcer be more effective, if it will produce faster satiation? It is more effective, in the sense that, the delivery 
of one, single, large reinforcer, will produce more “learning.” In other words, suppose the rat presses the lever once and gets a huge reinforcer. Then you take him out of the Skinner box; give him 23 hours deprivation; put him back in the box; and see what happens. Compared to similarly treated rat who had received only a small reinforcer, our big-reinforcer rat will press the lever more quickly and at a higher rate, when put back in the box after having been deprived again.
Erin wouldn’t put herself in a state of TV deprivation so she would find it more reinforcing. But TV may be a learned reinforcer. 

In Skinner Box:

THE ESTABLISHING AND INCENTIVE
OPERATIONS AND AVERSIVE CONDITIONS

For the last three years of my graduate studies at Columbia University, I worked eight to twelve hours a day with rats in Skinner boxes. That was one of the happiest, most productive, and most intellectually stimulating times of my life-putting rats in little metal boxes, measuring their response rates, and plotting those rates on graphs. (Listen, don’t knock it, if you haven’t tried it.) But sometimes I had strange dreams. I’d dream the rats put me in a Skinner box.
THE ESTABLISHING OPERATION:
ESCAPE VS. REINFORCEMENT

Being on the inside of that box was not one of the happiest times of my life, because a loud, ceaseless, obnoxious buzz came from a speaker mounted in the wall. Knowing a bit about electronics, I sauntered over to the speaker and pounded it with my fist. The loudness of the buzz promptly decreased to a moderate whine. But after a few seconds, the loudness returned. So I meandered over to the speaker and whacked it again, and again the loudness decreased, but only for a few seconds. The speaker and I maintained this casual causal relation for about an hour.

All the while, the rat in a while lab coat looked at me through an observation window in the side of the Skinner box. But the window worked both ways, so I could keep and eye on him too. I saw him crank up the volume on one of two amplifiers-the one labeled “establishing operation.” At the same time, the speaker almost blew out of the wall, and the loudness of that buzz almost blew me out of the Skinner box. (Have you ever seen a rat smile?) I rushed to the speaker and hit it so hard, I hurt my fist. Immediately the sound reduced to its moderate level for a few seconds of relative relief. Then it shook the walls again. And again I hit the speaker as quickly as I could. I maintained this frantic cycle for another hour. Horribly loud buzz, immediate speaker whack, brief relief as the sound decreased to the moderate level for a few seconds. Horribly loud buzz, immediate speaker whack, brief relief. And on and on.

When the rat had cranked up the noise, he was doing an establishing operation; he was increasing the intensity of the before condition (noise), which, in turn, increased the effectiveness of reinforcement that occurred when a response decreased the loudness of the noise. That’s why I had responded so quickly each time the horribly loud noise came on. I’d been much more laid back during the moderate noise condition.

I had done the same with him earlier, when our positions had been reversed, except I had used reinforcers rather than an aversive stimulus. I had deprived him of food for 23 hours, as an establishing operation. That had decreased (rather than increased) the value of the before condition, which, in turn, increased his motivational level (increased his sensitivity to reinforcement with food pellets). And he’d pressed the lever more rapidly than when I’d deprived him for only 12 hours.

During the night, he maintained my hitting the speaker; he used reinforcement by the reduction of an aversive condition (an escape contingency). And during the day, I maintained his pressing the lever; I used reinforcement by the presentation of a reinforcer.

In both cases, the establishing operation set the motivational level. In the case of reinforcement by the removal or reduction of an aversive condition (escape), the establishing operation raised the motivational level by increasing the intensity of the before condition (loudness of the aversive buzz). In the case of reinforcement by the presentation of a reinforcer, the establishing operation raised the motivational level by decreasing the intensity of the before condition (amount of reinforcer available prior to the response). But enough theory; let’s return to the action.

THE INCENTIVE OPERATION:
ESCAPE VS. REINFORCEMENT

After the second hour, the rat turned the establishing operation volume knob back down from horribly loud to the original level of just loud. And my latency of hitting the speaker slowed to its original, laid-back pace. But then the experimenter rat also turned down the volume knob on the second amplifier-the one marked “incentive operation.” Now each time I hit the speaker, the loud buzz reduced not to a moderate buzz but to a low buzz. You might say that now I was getting much more relief each time I hit the speaker. My motivational level wasn’t’ as high, because the intensity of the buzz was only loud, not horribly loud. But the after condition was more effective, because the outcome of each hit was now a much lower level of intensity. Due to this more effective after condition, I was again hitting the speaker a quickly as I could.

When our positions had been reversed, I’d also done an incentive operation with the rat, using food pellets. Instead of giving it a single pellet for pressing the lever, I’d increased the value of the after condition and had given two pellets. Then the rat had pressed at a higher rate.
In both cases the incentive operation affected the after condition-the condition that existed after the response. The incentive operation determined the outcome. In the case of reinforcement by the removal (or reduction) of an aversive condition (escape), the incentive operation increases the effectiveness of the after condition by decreasing the amount of the aversive condition (loudness of the buzz) in the outcome. In the case of reinforcement by the presentation of a reinforcer, the incentive operation increases the effectiveness of the after condition by increasing the amount of reinforcer in the outcome. But, again, enough theory; let’s return to the action.

THE INCENTIVE OPERATION:
PUNISHMENT

After the second hour, the scientific rat turned up the volume knob on the incentive operation amplifier until it was at the same loudness level as the establishing operation amplifier. This meant that now matter how hard I hit the speaker, the buzz stayed at its same loud level. The after condition equaled the before condition, and that equaled extinction.

I gave the speaker a few halfhearted whacks and was about ready to curl up in a corner of the box to catch a few zzzz’s, if I could cover my ears with my paws…I mean hands. But now each time I whacked the speaker, a granola pellet popped out of the wall and into a blue bowl. Those pellets were tasty too. I soon stopped glancing about the box for a comfortable corner and started whacking the speaker and eating my pellets at a respectable rate.

I was so involved with the speaker and the granola pellets that I failed to keep an eye on the scientist rat. He must have cranked up the incentive operation amplifier, because, now, every time I hit the speaker, I’d get a few seconds’ blast of that horribly loud buzz. The rat had raised the after condition (loudness of the buzz) above that of the motivation condition.

You can bet I slowed way down on hitting that speaker, even though I hadn’t eaten for several hours, and I love granola. Imagine that, just by varying the after condition, the scientist rat could move the contingency from escape, to extinction, to punishment.

I was so hungry, I gave the speaker one last whack. But this time, instead of a few seconds of the horribly loud buzz, the horribly loud buzz just kept going and going and going. Truly cruel and inhumane punishment. I struck out savagely, knocked my alarm clock to the floor, and the horribly loud buzz stopped. I got our of bed, rushed into the kitchen, filled my blue bowl with granola, and poured a cup of skim milk on it. Then I selected a large tablespoon rather than a small teaspoon. That incentive operation raised the after condition by putting almost twice as much granola in my mouth with each spoonful.
Summary

Here’s another way to look at it: With a reinforcement contingency, you can make food reinforcement more effective, either by making me hungrier or by increasing the size of the food reinforcer. And, with an escape contingency. you can make shock reduction, more effective, either by increasing the intensity of the shock I’m suffering or by making even more mild the level of shock that results when I make the escape response (in most experiments it is reduced to zero, which is as far as you can go); but in real life, like turning on the air conditioner, you might decrease the heat so that it is significantly less aversive, but, with a funky, old air conditioner, you might never be able to get it down to the true comfort zone.

QUESTIONS
1. Give an example of the establishing operation with escape, reinforcement, and contingencies.

2. Give an example of the incentive operation with escape, reinforcement, and punishment contingencies.






4 We think it’s important to distinguish between the establishing operation and the before condition, especially when different operations can all affect the same condition (e.g., both water deprivation and salt consumption affect dehydration). However, the parallel distinction between incentive operation and after condition may not be as important if the incentive operation always consists of merely increasing the intensity, value, or amount of the after condition.





Rat receives no shock.





Child is in the presence of strangers and not in contact with Mom.





   Before                   Behavior                     After





2 Rolider, A. Van Houten, R. Treatment of constipation-caused encopresis by a negative reinforcement procedure.  Behavior Research & Therapy





Rat presses the lever.





Rat receives shock.





    Before                   Behavior                      After





³This is based on an extrapolation form a T-maze experiment: Mendelson, J. (1966).  Role of hunger in T-maze learning for food by rat.  Journal of Comparative and Physiological Psychology, 62, 341-349





I suffer the aversive condition of sleepiness





  I don’t suffer the aversive condition of sleepiness





I lie down on    the couch


and close my eyes.





Rat receives shock.





Rat pulls a chain.





Rat receives no shock.





    Before                   Behavior                      After





Rat has eaten his fill of food





�Some philosophers object to the term cause, but I think it’s a worthwhile term, if you just use a little common sense. By cause I don’t mean the ultimate, prime mover; and I don’t mean the only cause. I just mean one of the independent variables affecting the dependent variable. For example, the cause of Rudy’s pressing the lever is the reinforcement contingency, in the sense of, “Why does Rudy press the lever?” “Because his lever pressing is being reinforced with water.” In this case, it’s a given that he’s water deprived; but water deprivation is also a cause; and depending on the context cf the question, might also be a good answer as to why did Rudy press the lever.


 





Child runs to mom.





 Before                     Behavior                     After





¹ We don’t offer our analysis as the final truth that you should write in stone.  We waver.  In the next edition, we may argue the opposite.  Instead, we offer Jack’s and our contrasting analyses as interesting views to ponder and to discuss.  And remember:  Things go better with Diet Coke.





You can see the movie.





“Would you remove


your hat?”





You can't see the movie.





 Before                     Behavior                     After





Establishing Op.





Rat has no stimulation of the hypoth-alamus and doesn’t eat





Rat presses the lever.





    Before                   Behavior                      After





Rat has stimulation of they hypoth-alamus and does eat





Rat receives stimulation of the hypoth-alamus.





Establishing Op.





Rat has taste of food etc.





Rat eats food.





Rat has no taste of food etc.





    Before                   Behavior                      After





You’re freezing your tail off





You enter the warm home.





You’re not freezing your tail off.





    Before                   Behavior                      After





You have sweet taste.





You have no sweet taste.





You eat cake.





    Before                   Behavior                      After





It’s not an uncomfort-able 92º





You turn down the thermostat





It’s an uncomfort-able 92º





    Before                   Behavior                      After





It’s an uncomfort-able 32º





You turn up  the thermostat





It’s not an uncomfort-able 32º





    Before                   Behavior                      After
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