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These questions were developed for the purpose of facilitating discussion within the seminars. They are especially useful for discussing difficult areas of the test. Response cards should be used when asking the multiple-choice questions. The probes have been revised to also prompt the TA to use follow-up questions to the multiple-choice questions. Continued Revisions will be necessary to ensure that the questions are not identical to test questions and to ensure that the important points of the book will be covered. One option that may be used is to put the questions on a transparency. This may make the discussion more efficient because the TA tends to have to reread the questions for some students.

Chapter 1 The Reinforcer
1. If you tell your friend you’ll paste a silver star on her forehead every time she helps you with your homework, would that be an example of reinforcement?

A. Yes

B. No

C. Not enough information 


2.  Please explain your answer.


3.  EPB includes a broad view of many other psychological theories besides behavior analysis. Why or why not?

A.  True

B.   False


4.  All reinforcers are helpful.

A.  True

B.   False 


5. What is the difference between helpful vs. harmful reinforcers?

Chapter 2 Reinforcement
1. When we take a bite of a delicious apple, this is reinforcement by the presentation of a reinforcer; what is the reinforcer?

A. The bite

B. The apple

C. The taste of the apple


2. Which of these is an example of the medical model myth?

A.   Eric has temper tantrums because he has low self-esteem.

B.   Eric has temper tantrums because they are reinforced with attention.


3. In a Skinner box a rat is often reinforced with water for pressing the lever.

A. True

B. False


4. Paying students to go to school will increase their productivity.  Why?

A. True

B. False 

Chapter 2 Continued
5.  What is the environmental quality general rule?


6.  Using “wants” in an explanation leads to circular reasoning.

A.  True

B.  False 


7.  Give an example of an explanation that leads to circular reasoning.

Chapter 3 Aversive Conditions
1. In an escape contingency, does the aversive condition precede or follow the response?

A. Precede

B. Follow


2. Are all harmful stimuli aversive?

A. Yes

B. No 


3. What are a few examples of harmful aversive stimuli?


4. What are a few examples of aversive stimuli that are not harmful?


5. Which of the following contingencies are involved in the sick social cycle?

A. Reinforcement

B. Escape

C. Punishment

D. A&B 

Chapter 3 Continued
   6. Dr. Yealland used shock to increase body movement in veterans having physical (physiological) damage to their bodies.

A. True

B.  False 


7. Instead of removing the shock, we lowered the intensity of the shock contingent on leg movements. Would this still be an example of an escape contingency?

A. Yes

B. No


8. An adversive condition is one we tend to minimize contact with.

A. True

B. False


9. Behavior analysts believe that Tourettes syndrome is caused by a death wish.

A. True

B. False


 10. 
Reinforcement can occur without people being aware of the contingencies.

           A. True

           B. False

Chapter 3 Continued
11. All social cycles are unhealthy.

A. True

B. False 

Chapter 4 Punishment
1. In a punishment contingency, does the aversive condition precede or follow the response?

A. Precede

B.  Follow


2. Every behavior that is being punished is also being reinforced.  Explain.

A. True 

B.  False 


3. A particular amount of heat causes water to boil at a particular rate. What is the temperature?

A. Independent Variable

B.  Dependent Variable


4. We use punishment to ____________ behavior.

A.  Increase

B.  Decrease

C.  A&B


5. Inappropriate behavior can maintain even when the reinforcer is small and the aversive condition is large.

A. True 

B.  False


6. What is another tern for Negative Reinforcement (Note: not negative reinforcer)?

A.  Punishment


C. Penalty

B.  Escape



D. Reinforcement

Chapter 5 Penalty
1. Are punishment and penalty examples of the law of effect?

A. Yes (what exactly will that effect be) (give an example)

B. No


2. As a result of swearing, a player is removed from the game. What is this is an example of?

A. Response cost

B. Time out (why is it time-out rather than response cost)

C. Escape


3. As a result of swearing, a child has to pay her mother $1. What is this an example of?

A. Response cost (why is it response cost rather than time-out)

B. Time-out

C. Escape


4. What type of time-out is best to use with disruptive behavior?

A. Exclusionary

B. Non-exclusionary

C. Not enough information (what do we need to know about the environment)

Chapter 5 Continued
5. The reinforcer maintaining the behavior is always the reinforcer that must be removed in the penalty contingency.

A. True

B. False (give an example)


6. Praise is a tangible reinforcer.

C. True

D. False


7. Sending a child to their room for a time out is a good strategy to use when dealing with problem behaviors.

A. True

B. False


8. In a Time-out contingency the reinforcers are gone forever.

A. True

B. False

Chapter 6 Extinction and Recovery

1. Extinction after escape training involves not presenting the aversive condition in the before condition.

A. True

B. False


2. Recovery from punishment involves:

A. Stopping the punishment contingency

B. Continuing extinction


3. What happens to the behavior during recovery from punishment?

A. Increases

B. Decreases

C. Stays the Same


4. In the forgetting procedure, the response occurs but is no longer reinforced.

A. True

B. False 


5. Spontaneous recovery occurs during the first session of extinction.

A. True

B. False

Chapter 6 Continued
6. It doesn’t matter what reinforcer you stop presenting during an extinction procedure.

A.True

B. False


7. To extinguish lever pressing after escape training, you turn off the shock.

C. True

D. False


   8. Extinction can be aversive.

A. True

B. False


9.  Discussion question: When would it be unethical to use extinction to decrease problem behavior? (SIB)

Chapter 7 Differential 

Reinforcement and Punishment

1. A rat presses the lever with his right paw and then again with his left paw. This is an example of a difference in

A. Response topography

B. Response location

C. Latency

D. Duration


2. The time between when the traffic light turns green and when you put your foot on the accelerator.

A. Response topography

B. Response location

C. Latency

D. Duration


3. The amount of time between when the rat puts his paw on the lever to when the lever goes all the way down.

A. Response topography

B. Response location

C. Latency

D. Duration


4. Differential reinforcement differs from plain reinforcement because with differential reinforcement, one response class is reinforced and a similar response class is punished

A. True

B. False

Chapter 7 Continued

5. Variable time stimulus presentation is a form of non- 

contingent presentation of a reinforcer.

A. True 

B. False


6. Differential reinforcement includes differential extinction.

A. True

B. False

Chapter 8 Shaping

    1. When the operant level of a desired response is zero    

we must use:

A. Differential reinforcement

B. Shaping 


2. In the example where Dawn shaped Andrew’s speech, making a sound was:

A. The initial behavior

B. The intermediate behavior

C. The terminal behavior


3. In the procedure of shaping with punishment, some behavior is being reinforced

A. True

B. False


4. Fixed outcome shaping usually involves nature whereas variable outcome shaping usually involves a behavior modifier

A. True

B. False 


5. When two responses produce the same reinforcers we tend to do the one needing the least effort

A. True

B. False

Chapter 8 Continued

6. Wearing glasses was the terminal behavior that was

shaped with Dickey.

A. True

B. False 


7. You can use punishment and reinforcement at the same time to shape behavior.

A. True

B. False


8. Fixed outcome shaping is when a better reinforcer is contingent on a response closer to the terminal behavior.

A. True

B. False


9. With variable outcome shaping it is always possible to 

get a reinforcer if performance slips to a lower level.

A. True

B. False


 10. Discussion question: Compare and contrast differential 

reinforcement and shaping using a pair of Skinner box examples.


 11. Discussion question: Compare and contrast fixed  

outcome shaping and variable outcome shaping using a pair of Skinner box examples.

Chapter 9 Unlearned Reinforcers
And Aversive Conditions

1. Sight, sound, and taste are unlearned reinforcers

A. True

B. False


2. The biological value of these reinforcers are…

A. Direct

B. Indirect 


3. Money has a direct biological benefit

A. True

B. False


4. Is this an example of the Premack Principal? Every time a child takes a bite of peas you allow her to take a bite of pudding.

A. Yes

B. No

C. Maybe


5. If an organism is satiated while you’re teaching a new behavior, the future frequency of that behavior will increase.

A. True

B. False

Chapter 9 Continued

6. If an organism is deprived of a reinforcer while you are teaching new behavior, the behavior will be _____________________ to occur in the future.

A. More likely

B. Less likely


   7. Deprivation aids in:

A. Performance

B. Learning

C. A and B

Chapter 10 Special Establishing Operations

1. What maintains drug abuse?

A. The presentation of a reinforcer

B. The reduction of an aversive condition

C. Both the presentation of a reinforcer and the reduction of an aversive condition

D. The X gene


2. According to the book’s view, acts of aggression otherwise known as “letting off steam” has mental health benefits

A. True

B. False 


3. Addictive reinforcers are unlearned but they differ from most other unlearned reinforcers.

A. True 

B. False

*Please Explain!


4. Taste is an example of a proprioceptive stimulus.

A. True

B. False 


5. Sometimes people do not know they aggress and why they are aggressing.

A. True

B. False

Chapter 10 Continued

 6. Aggressive behavior is unlearned

A. True

B. False


7. The effects of satiation are actually transient 

(they come and go over time).  Why or Why not?

A. True

B.  False

Chapter 11 Learned Reinforcers and 

Learned Aversive Conditions
1. Attention is an unlearned reinforcer

A. True 

B. False (What might attention be paired with)


2. Is money a generalized learned reinforcer

A. Yes (explain) (What are some backup reinforcers?)

B. No


3. What is the EO that establishes money as an effective learned reinforcer

A. Deprivation of money

B. Deprivation of backup reinforcers that have been paired with money


4. All learned reinforcers were originally neutral stimuli

A. True

B. False


5. Presenting a neutral stimulus with an aversive condition between 3 and 4 minutes is an example of an effective pairing procedure

A. True

B. False

Chapter 11 Continued

6. Often children with deficits in learning behavior have not learned to value attention

A. True

B. False


7. A reinforcer that causes learning is a learned reinforcer

A. True

B. False


8. Rudolph does not have to respond for the click to become a learned reinforcer when pairing the click with the water

A. True (Responding demonstrates the learned reinforcer functions as a reinforcer)

B. False


9.  Fill out the following diagram to show how you might establish a learned reinforcer for Rudolph in the Skinner Box.


A.  No water dipper click

C. No Water

B.  Water dipper click


D. Water
Chapter 12 Discrimination

1. In the example, “Teaching a juvenile delinquent to read”, the word SHOE was an SD for:

A. Saying “SHOE” 

B. Saying “HAT”

C. Reading


2. When a response is only reinforced if it has a force of 20 grams or more, and it doesn’t matter if the light is off, then it’s an example of :

A. Stimulus discrimination

B. Response Differentiation

C. Neither

D. Both


3. What is a prerequisite for stimulus control?

A. Sensory capabilities

B. Preattending skills

C. Conspicuous material

D. All of the above


4. The SD makes the after condition reinforcing.

A. True

B. False 


5. It is not possible to teach someone to read silently using behavioral techniques.

A. True

B. False 

Chapter 12 Continued

6. In stimulus discrimination we use two response classes and one stimulus.

A. True

B. False


7. Prompts can be used in place of SDs.

A. True

B. False


8. The more conspicuous the stimulus the higher the probability that the stimulus will control behavior.

A. True

B. False


9. When the light is on, Rudolph presses the lever and receives a drop of water.  When the light is off, Rudolph will receive no water even if he presses the lever.  What is the light?

A. Operandum

B. SD

 10. Looking back at the scenario in question number 9,
       what is the operandum?

A. The light

B. The lever

C. The drop of water

Chapter 12 Continued

11. The SD provides the opportunity for the organism to respond.

C. True

D. False


12. Discussion question: The differential-reinforcement procedure vs. the stimulus-discrimination procedure


13. Discussion question: Discriminative stimulus vs. the 

before condition

Chapter 13 Stimulus Generalization,

Concept Training and Stimulus Fading

    1. In the fading procedure the response changes.

A. True

B. False (explain) (what changes?) (Give an example)

   2. On a generalization gradient graph, a line depicting complete generalization would look like


A. 



B. 



Chapter 13 Continued

       3. Compared to the original stimulus-generalization

        gradient, does this hypothetical stimulus-            

generalization show more or less stimulus discrimination between the yellow-green training stimulus and the other test stimulus?

 





A. More stimulus discrimination

B. Less discrimination


4.  Complete discrimination and no stimulus generalization are the same things

A. True

B. False


    5. Red (by itself) is a 

A. Stimulus dimension

B. A value of the color dimension

C. Neither

6.  What procedure is in effect during the testing phase of a stimulus generalization experiment?

A. Reinforcement

B. Extinction (explain)


7. In the people peeper experiment when did the experimenters show novel pictures of people?

A. Training

B. Testing


8. With reinforcer reduction we change behaviors.

A. True

B. False


9. When the experimenters were training pigeons to peck the key in the presence of the green-yellow light they reinforced behavior during the testing phase.

A. True

B. False


10. What are the spoken name “Mark”, the written name “Mark”, and a photo of “Mark”?

a.  Stimulus Class

b.  Response Class 

c.  Reflex Class

d.  Equivalence Class


 11. Discussion question: What are the differences  between shaping, reinforcer reduction, and fading? (Table on page 221)

Chapter 14 Imitation

1. After several trials attempting to teach Marilla the 

imitative response of arm raising, the physical prompts were gradually faded and Marilla made this imitative response on her own with no prompting. This is an example of:

A. Imitation training

B. Generalized imitation


2. Imitative reinforcers are:

A. Learned

B. Unlearned


3. How could you demonstrate whether or not 

 contingent reinforcement was increasing behavior?

A. Stop providing reinforcement

B. Provide noncontingent reinforcement

C. Continue contingent reinforcement


4. When we say the form of the behavior is controlled    

by similar behavior of the model we mean:

A. The imitators behavior is similar to the models behavior because they are both controlled by the same contingencies

B. The behavior of the imitator is similar to the behavior of the model because of a special reinforcement contingency

Chapter 14 Continued

   5. There are two main caused for imitation

A. True 

B. False


6. With imitation training there is stimulus discrimination and response differentiation.

A. True

B. False


7. Reinforcement of some other imitative responses must occur before the generalized imitative responses occur.

A.  True

B.  False


8. How would you show that you have achieved generalized imitation?

A.  Stimulus control

B.  Concept training

C.  Imitation of learned response

D.  Novel imitation


9. When there is an absence of imitative reinforcement there will be an absence of generalized imitation.

A.  True

B.  False

  

  10. Discussion question: What is the difference between 

the SD and the Sprompt? (Chart on page 243)

Chapter 15 Avoidance

1. In reinforcement by the avoidance of an aversive condition, the behaver doesn’t actually contact the aversive condition when he/she does the behavior.

A. True

B. False


2. In avoidance of the loss of a reinforcer, the loss of the reinforcer is contingent on a specific response.

A. True

B. False


3. When a contingency being analyzed involves non-behavior, you should “roll the dead man over.”

A. True

B. False


4. Rolling the dead man over means…

A. Don’t include a response in the contingency

B. Reversing the before and after conditions

C. Using the opposite response


5. When you use the opposite response, the contingency   will remain exactly the same.

A. True

B. False

Chapter 15 Continued

6. When you originally have a punishment contingency and you roll the dead man over what kind of contingency will you have?

A. Avoidance of an Aversive condition

B. Escape

C. Analog to punishment

D. Reinforcement


  7. Avoidance contingencies are types of…

A. Escape contingencies

B. Punishment contingencies

C. Reinforcement contingencies


8. If you have trouble getting someone to listen to you, you should make sure you have eye contact before you start talking.

A. True

B. False


9. At first the warning stimulus is a neutral stimulus.

A. True

B. False


   10. People can learn without awareness.

A. True

B. False

Chapter 15 Continued

11. The before and after boxes in an avoidance contingency are phrased in the past tense.

A. True

B. False


12. Discussion question: Discuss the differences and the similarities between avoidance of the loss of a reinforce and punishment by the removal of a reinforcer (chart on page 255)

Chapter 16 Punishment by the Prevention
1. In the first example where the speck is in Sid’s eye, what is the behavior of interest?

A. Remove speck

B. Don’t remove speck

C. Bat eye


2. In the example with Billy’s face slapping, when Billy slapped his face.…

A. The milkshake was taken away from him

B. The milkshake was not presented to him


3. When a person does nothing an aversive condition is removed and when a person behaves s/he prevents the removal of an aversive condition.

   This is an example of punishment by the prevention of     

   the removal of an aversive condition.

A. True

B. False


4. What contingency is this? Todd hears an aversive drill. Todd is quiet. Todd hears no aversive drill.

A. Reinforcement

B. Penalty

C. Punishment by the prevention of an aversive condition

D. None of the above 

Chapter 16 Continued

5.  EPB states punishment by the prevention of a reinforcer is the same as DRO. The terms are used interchangeably.

A. True

B. False


6. The reinforcer causing the punished behavior is usually the same reinforcer responsible for suppressing that behavior in the punishment by the prevention of a reinforcer contingency.

A. True

B. False

Chapter 17 Ratio Schedules

1. Variable ratio schedules are types of intermittent reinforcement but fixed ratio schedules are not.

A. True

B. False 


2. Which one of these schedules is likely to experience a substantial post reinforcement pause?

A. FR 1

B. VR 6

C. FR 12

D. All three schedules


3. How would you establish an FR 40?

A. After 40 responses deliver a reinforcer

B. Begin with continuous reinforcement

C. Begin around FR 20


4. What kind of responding does this cumulative graph show? 



A. Fixed ratio

B. Variable ratio

Chapter 17 Continued

5. Intermittent reinforcement is usually best for shaping or maintaining difficult behavior.

A. True

B. False


6. The length of the pause is proportional to the size of the ratio.

A. True

B. False


7. The organism/person must be able to count when performing on a fixed ratio schedule.

A. True

B. False


8. With a variable ratio 50 schedule

A. 50 responses are made

B. An average of 50 responses are made

C. After the 50 seconds the first response will be reinforced


9. Intermittent reinforcement includes fixed and variable ratio schedules.

A. True

B. False

Chapter 17 Continued

   10. With discrete trial the subject is free to respond when   

   s/he wants to.

A. True

B. False

Chapter 18 Time-Dependent Schedules

1. Superstitious behavior often results from a fixed-time schedule of reinforcement.

A. True

B. False


2. Which type of reinforcement makes the response more resistant to extinction?

A. Continuous

B. Intermittent


3. Which schedule of reinforcement more closely resembles extinction?

A. Continuous reinforcement

B. Intermittent reinforcement


4. Limited hold and deadlines are two different words that mean the same thing.

A. True

B. False


5. Most often, what appears to be fixed-interval schedules are not true fixed-interval schedules with humans.

A. True

B. False

Chapter 18 Continued

6. Generally the smaller the average interval between opportunities for reinforcement the higher the rate will be.

A. True

B. False


7. Variable-interval schedules generate consistent response rates.

A. True

B. False

Chapter 19 Concurrent Contingencies

1. In the example with Earl, the hyperactive boy, what reinforced his studying and attending in class?

A. Flash of light and click of the counter

B. M&M’s and pennies

C. Social approval


2. If you get rid of one problem behavior, another will take its place, until you get rid of the underlying cause of the problem.

A. True

B. False


3. When we say concurrent contingencies, we mean two contingencies operating at the same time.

A. True

B. False


4. You can have two behaviors when two contingencies are compatible.

A. True

B. False

Chapter 19 Continued

5. When parents lower the expectations of their children’s behavior because their children aren’t performing well, the parents alleviate the problem.

A. True

B. False


6. What was the contingency in effect when Earl continuously studied?

A. Reinforcement

B. Escape

C. Avoidance of an aversive condition

D. Avoidance of the loss


7. Differential reinforcement works best if we extinguish the inappropriate behavior while reinforcing the correct behavior.

A. True

B. False


8. Discussion question: Two views (chart on page 307)

Chapter 20 Stimulus-Response Chains

 and Rate Contingencies

1. In a stimulus-response chain, the stimulus resulting from one response is

A. An SD for the next response

B. A learned reinforcer for the preceding response

C. An EO for the next response

D. Both A and B


2. In DRL, must the subject emit the target response to receive a reinforcer?

A. Yes

B. No


3. The rat touches the dot on the wall with his nose and then the chain is lowered into the Skinner box.  What does the chain function as for the dot pressing response? 

A. An SD

B. An operandum 

C. A reinforcer

Chapter 20 Continued

4. With total task presentation, the learner must master one link before proceeding to the next one.

A. True

B. False


5. In forward chaining, the trainer starts with the

A. Terminal link

B. Initial link

C. Intermediate link


6.  We can effectively establish new behavioral chains with developmentally disabled or autistic children by using:

A. Forward chaining

B. Total task presentation

C. Backward chaining


7.What is this contingency? Jimmy cannot put food in his mouth, Jimmy pauses >5 seconds and raises his spoon, Jimmy can put food in his mouth

A. Reinforcement

B. DRO 

C. DRL 

D. Penalty

Chapter 20 Continued

8. What is the method that behavior analysts find the most   effective in reducing problem behaviors?

A. Reinforcement

B. Avoidance

C. Punishment

D. DRL


9. When training rats we use

A. Backwards chaining

B. Forward chaining

C. Total-task presentation


10. With most chains, each response is a prerequisite for the next response

A. True

B. False


 11. Typing is an example of a behavioral chain

A. True

B. False


 12. Discussion question: DRL vs. FI (chart on page 333)

Chapter 21 Respondent Conditioning

1. In the conditioning a phobia example with Albert, what was the CS?

A. Loud sound

B. Rat (What is the loud sound? What is the Crying?)

C. Crying


2. In the example of Rod crying to Polka music, how could you determine if the crying was the result of either operant or respondent conditioning?

A. Try operant extinction (how could that be done)

B. Play jazz music instead of Polka


3. In operant extinction, if the behavior fails to extinguish, the behavior is a result of

A. Operant conditioning

B. Respondent conditioning


4. Behavior (CR) resulting from respondent conditioning usually involves

A. Smooth muscles or glands

B. Striped muscles

Chapter 21 Continued
5. Phobias can evolve from both operant and respondent conditioning.
A. True

B. False


6. In the example of Phil’s car phobia, what is the conditioned response?

A. Sweating and shaking

B. Walking away from the car


7. What was the operant response?

A. Sweating and shaking

B. Walking away from the car


8. When dealing with a phobia, behavior analysts try to uncover the underlying cause of the phobia.

A. True

B. False


9. Ivan Pavlov is associated with

A. Respondent conditioning

B. Operant conditioning

Chapter 21 Continued

   10. With respondent conditioning a response must occur before we condition it.

A. True

B. False


  11. Many times a phobia does not extinguish because

A. The pairing was too strong

B. The person avoids contact with phobic situation

C. The phobia is genetic


12. To get rid of Phil’s car phobia they used a shaping procedure

A. True                      

B. False 


13.  On hearing his master opening a can of dog food, Spot runs into the kitchen.  What is the sound of the can opening and the overall process? 

A. SD (operant conditioning)

B. CS (respondent conditioning)

Chapter 22 Analogs to Reinforcement Part 1
1. In an indirect acting reinforcement contingency, what directly controls the response in that contingency?

A. A delayed reinforcer

B. Statements about the delayed reinforcer


2. If a reinforcer follows a response by a few minutes or several hours, it’s still considered a reinforcement contingency.

A. True

B. False 


3. What kind of contingency is this, Fido has no biscuit, Fido brings slippers, and three hours later Fido gets a biscuit.

A. Indirect acting contingency

B. Direct acting contingency

C. Ineffective contingency 


4. What kind of contingency is this, Fido has no biscuit, Fido brings slippers, three hours later Fido gets a biscuit, and you also tell Fido the rule?

A. Indirect acting contingency

B. Direct acting contingency

C. Ineffective contingency 

Chapter 22 Continued
5. Language skills are a requirement for rule control.

A. True

B. False


6. What kind of rule is this? Read each chapter twice.

A. Rule

B. Incomplete rule

C. Rule plus


7. What kind of rule is this? You should read each chapter twice to get an A in the class. 

A. Rule

B. Incomplete rule

C. Rule plus 


8. Which of the following contingencies can rules describe?

A. Indirect acting

B. Direct acting

C. Ineffective

D. All of the above

Chapter 22 Continued

9. What type of control is this? Todd goes to the bathroom and immediately gets the gum.

A. Contingency control

B. Rule control

C. Not sure, could be both. 


  10. In order for analog to reinforcement to work, must the 

behaver know the rule?

A. Yes

B. No


  11. All effective contingencies are direct acting.

A. True

B. False


 12. An analog to reinforcement reinforces the behavior.

D. True

E.  False

Chapter 23 Analogs to Reinforcement Part II

1. What is meant by “Preachin’ ain’t Teachin’?”

A. Information alone will not change people’s behavior

B. Incentives like reinforcers must be provided to change behavior

C. Action is more effective than words

D. All of these


2. Covert behavior can be reinforced, as well as overt behavior.

A. True

B. False


3. The Dental Care example is an example of a simple reinforcement contingency.

A. True

B. False


4. Feedback for the next response is a(n) ___________ for that response.

A. Sd

B. Reinforcer

C. Rule

Chapter 23 Continued

5.  Does the sight of a grade posting reinforce studying?

A. Yes

B. No

Chapter 24 Rule-Governed Behavior

1. Performance contracts always specify immediate outcomes.

A. True

B. False


2. The more delayed the outcomes are, the harder it is to control behavior of verbal human beings.

A. True

B. False 


3. Deadlines are one form of aversive control.

A. True

B. False


4. According to the author, rules function as Sds.

A. True

B. False 


5. A rule statement is a _________.

A. Sd

B. EO

C. Reinforcer

Chapter 24 Continued

6. Failure to brush your teeth every day is an example of poor control by 

A. Improbable outcomes

B. Small but cumulative outcomes

C. Delayed outcomes


7. In order to avoid performance turning into Jell-O, behavior needs to

A. Be put in writing

B. Have an effective behavioral contingency

C. Be monitored weekly

D. Have the contingencies specified

E. All of the above


8. Even when rule control is involved, our behavior is still under the control of direct-acting contingencies.

A. True

B. False


9. Delayed outcome cause poor self-management.

A. True

B. False

Chapter 24 Continued

10. Rules are hard to follow because they don’t act as effective EOs, establishing an aversive condition.

A. True

B. False


11. To establish tasks with nonverbal clients we can use rules to change behavior.

A. True

B. False


12. Discussion question: Theory of rule governed behavior (chart on page 395)

Chapter 25 Pay for Performance

1. How do you know if you have rule-governed behavior?

A. The rule is stated, and behavior changes as soon as contact with the outcome is made.

B. The rule is stated, and behavior changes as soon as the rule is stated.

C. The rule is stated, and behavior stays the same.


2. How do rules control behavior?

A. The statement of the rule establishes noncompliance as an aversive motivating or before condition.

B. They make people want the outcome more.

C. In the presence of rule a response is more likely to be reinforced or punished.


3. What type of contingencies are the performance management contingencies in this chapter.

A. Analogs to punishment

B. Analogs to avoidance 

C. Simple reinforcement


4. Paying people for attendance is as effective as paying people for performance.

A. True

B. False 

Chapter 25 Continued

5. Without deadlines, most effective, indirect-acting, performance-management contingencies wouldn’t work.

A. True

B. False

Chapter 26 Moral and Legal Control

1. Which of the following is a system?

A. You

B. This class

C. Psychology department

D. All of the above


2. Don’t contaminate or you will be fined. This is an example of 

A. A legal rule

B. A moral rule


3. Don’t contaminate or you will experience God’s anger. This is an example of

A. A legal rule

B. A moral rule


4. What is the role of heaven in moral control?

A. The reinforcers associated with heaven cause us to behave properly.

B. Heaven gives us something to lose.

C. Heaven gives us something to look forward to.

Chapter 26 Continued

5. According to the author, is it possible to have a world free from aversive control?

A. Yes

B. No 


6. Are avoidance contingencies a form of aversive control?

A. Yes

B. No


7. Legal rule control often fails because outcomes are too small.

A. True

B. False


8. According to the author, sexual preference is innate.

A. True

B. False


9. According to the author, sexual behavior is

A. Learned

B. Unlearned

Chapter 26 Continued

  10. According to the author, sexual stimulation is

A. Learned 

B. Unlearned


 11. According to author, the purpose of life is

A. Survival

B. Well-being of life in the universe


12. Would reinforcement contingent of good driving control behavior?

A. Yes

B. No  


 13. Why does moral and legal control sometimes fail?

A. Delayed outcomes

B. Small or Improbable outcomes

Chapter 27 Maintenance

1. You can gradually reduce the frequency of reinforcement until the behavior maintains without reinforcement.

A. True

B. False


2. With proper behavioral programs, behavior traps, and other support systems, major repertoire changes can be made and maintained.

A. True

B. False


3. Intermittent reinforcement might work to maintain performance with what type of contingency?

A. Reinforcement

B. Punishment

C. Escape

D. Avoidance


4. Unless there is a behavior trap, there needs to be supporting contingencies or the behavior will fall apart.

A. True

B. False


5. Does unlimited resistance to extinction exist? (What is it?)

A. Yes

B. No
Chapter 28 Transfer

1. The problem with behavior modification is that the behavior change won’t transfer outside the behavior analyst’s lab.

A. True

            B. False


2. What accounted for the almost perfect transfer of safely crossing the street?

A. Stimulus generalization

B. Rule-governed behavior


3. Maintenance works the same with verbal and nonverbal clients.

A. True

B. False


4. In order to transfer behavior we need to

A. Make sure the situation in the intervention is similar to the client’s normal environment

B. Make sure the normal environment maintains the behavior change

C. Reinforce desirable behavior that will be successful in obtaining reinforcers in the client’s normal environment

D. All of the above

Chapter 28 Continued

5. Responding at the same frequency in the presence of the Sdelta as in the presence of the Sd shows

A. Little stimulus control

B. Much stimulus control


6. Stimulus and response similarity doesn’t work with verbal clients; they always need rules in order for behavior to transfer.

A. True

B. False


7. Discussion question: Comparison and contrast transfer 

and maintenance with verbal and nonverbal clients (chart on page 460)
Chapter 29 Research Methods

1. Which of the following are reasons for doing a functional analysis?

A. To make more money

B. To develop a relationship with the client

C. To find the least intrusive intervention 

D. All of the above


2. What is smoking one pack of cigarettes a day an example of?

A. Frequency/rate  

B. Force

C. Duration


3. What is the better method of observation?

A. Obtrusive assessment

B. Unobtrusive assessment 


4. Case studies that don’t involve a baseline can still be internally valid.

A. True

B. False 

Chapter 29 Continued

5. Why should we practice behavior analysis?

A. To save the world

B. To understand the world

C. A and B


6. Discussion question: The direct-acting behavioral contingencies (chart on page 463)


7. Discussion question: The steps of a functional assessment (chart on page 465)
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