Chapter 10
Special Establishing Operations

Example:

TRUE CONFESSIONS

OF A POLYDIPSOMANIAC

Warning:  This section is slightly gross. But it won’t be on your test. So you can skip right over it, if you wish. (One of the authors [to remain unnamed] wants me to tell you who wrote this section, so you’ll know it wasn’t her. But I’m not going to.)

Several years back, my physician sent me to the hospital to do a special urine test. A nurse at the lab gave me a half-gallon jug and asked that I save all of my urine for 24 hours. I told her I would need two jugs. She didn’t believe me. I insisted.

Now I was in an awkward spot; imagine my embarrassment if I returned the next day with one jug still empty. Should I enlist the help of a confederate to provide a backup, in case of an emergency? No, that would blow the value of the original test; the chem. test. So I was on my own for this second test-the ultimate test of my manhood.

Do you have any real idea what quantity of urine you manufacture per day? No? Well, I did, because, for some time, I’d been measuring it and saving it. Why? For a rainless day? Not exactly. More a matter of waste not, want not. I’d been recycling it in an ecologically sound way.

Your urine is a valuable commodity with all its minerals. Don’t waste it. Your plants, flowers, bushes, and trees will say, “Thank you, oh generous one,” if you mix it with four parts tap water and share your precious fluid with them. So I was confident I know what I was talking about, when I asked for that second jug.

This story has a happy ending. Not only did I need more than one jug, I almost needed more than two. Your can imaging my pride as I toted the proof of my manhood into the hospital the next day. What a dude! I had broken the hospital record.

But behind this happy ending lies my secret shame. I was a closet polydipsomaniac. I was a water drinker of world-class proportions. I had a quart jar full of water sitting on my desk all the time. And I’d take a nip every few minutes. I had to refill my jar several times a day just to satisfy this nasty habit. Polydipsia is an excessive intake of fluids. At least some clouds have a silver lining. A few years later, a former student, Mike Dillon, gave me a quart drinking glass-a souvenir of the diet program he worked with. He explained that they encourage dieters to drink at least two quarts of water a day and it had considerable health benefits. So there you are, a polydipsomaniac ahead of his time. (At this moment, as I sit here writing this confession, Mike’s gift is no more than a few inches away from my right hand.)

Actually, I think there are many of us around, but we disguise ourselves as cola addicts, coffee addicts, and alcoholics. In fact, I used to drink a pot of coffee a day. Then I gradually substituted plain water. Of course, I went overboard. I always do.

I had a friend who used to down a six pack of beer every night. His physician told him to try water instead. The water substitute worked. My guess is caffeine, sugar, and alcohol addicts are often polydipsomaniacs who just got hooked on those drugs by accident. But that’s just my guess. However, if you are such a person, why don’t you join me in a gallon of water, today!

If it’s worth doing, it’s worth doing to excess.

Example:

THE BEAVER-TAILED THUMB

At 10:30 P.M., Thursday, August 20, 1987, my friend and I pulled into our parking space in our apartment complex, tired, a little careless, after a delightful tour of Butchard Gardens, on Vancouver Island. I took the keys out of the ignition, put them in my right pocket, opened the car door, carefully pushed down the lock button, stepped out, and slammed the car door shut-on my right thumb. I shouted the four-letter word loudly enough to wake everyone within a two-block radius. I have rarely experienced such pain.  

I asked her if she would be good enough to remove the keys from the right pocket of my jacket, insert the square one in the door lock, and turn it clockwise. To avoid passing out, I sat on the elevator floor with my head between my knees, as we rode up to our apartment.

Here’s the question:  Why did this complex verbal behavior, the four-letter word, issue forth from my mouth, and why with such intensity and speed? Why did the pain increase?

The reinforcing value of saying that particular word? If I’d been Spanish, I’d not have said that. And I’d have come up with a completely different response if I’d not have said that. And I’d have come up with a completely different response if I’d been Russian. 

Our culture helps us acquire the behavior of aggressing in four-letter words rather than with our fists and teeth. But how? Social reinforcement? Modeling? The effectiveness in dealing with other people who are trying to take our bone away from us? Does it transfer from dealing with human beings to dealing with car doors?

Swearing fascinates me. There’s something about swear words that quickly becomes so basic. If people are brain injured and lose the use of all words but one, you know what that one word would be!

CONCEPTUAL QUESTIONS

1. What's your analysis of swearing as a form of aggression when aversively stimulated by slammed car doors and the like?

            

Chapter 12. 
Why Do Prompts Work?
Prompts are not Sds  because they have no S?s (the prompted response would be reinforced in the absence of that prompt)? So what are they? Supplemental stimuli? What the hell are supplemental stimuli? What are the underlying behavioral mechanisms? This has bothered me for years; and now, I think I’ve got it. 

Prompts are not basic concepts like .Sds Instead, they must be explained in terms of basic concepts. Let’s consider a combined verbal-imitative prompt. For prompts to work, the person must have an elaborate behavioral history that has resulted in good generalized instruction following or good generalized imitation.

Consider Dicky's response, I was swinging. It will produce the reinforcer of praise and a bite of food in the presence of the conditional Sd having swung AND having been asked, what did you do outside). I was swinging won’t be reinforced in the presence of the S? (not having swung OR not having been asked). 

But, if that conditional Sd oesn’t exert stimulus control over I was swinging, we bring in the prompt, Say “I was swinging.” And that prompt works because Dicky is under good, generalized instructional control. He says I was swinging. And that instructional control was achieved through discrimination training, where Say “I was swinging” was an Sd, and anything else was an S?. 

However, procedurally, when we then use Say “I was swinging” the prompt, that prompt is not an Sd because it now has no S? (Dicky's proper answer to the question what did you do outside will also be reinforced in the absence of the trainer’s prompt I was swinging, not just in it's presence). Still, the effectiveness of that prompt relies on a behavioral history where that phrase did function as an Sdand did have an S?.

So, this analysis suggests that when a stimulus functions as a prompt, it is not then functioning as an Sd; but it exerts stimulus control because it has a history of functioning as an SD. I think a similar analysis applies to physical prompts and a similar but slightly more complex analysis would apply to partial prompts. 

A practical implication of this analysis is that we should not take for granted the effectiveness of prompts (e.g., when working with autistic children). Before the prompt will exert supplemental stimulus control, we must be sure the child has a behavioral history that has produced generalized instructional, imitational, or physical-guidance control, depending on the type of prompt we want to use.

And this practical implication illustrates the more general error of not having a molecular behavioral-analytic world view, and, therefore, assuming that relatively complex, molar psychological processes are innate, unlearned, and to be taken for granted (e.g., tact training with pictures of Mama and assuming stimulus control will generalize to the real Mama; or training to touch the fork on command, then training to touch the spoon on command, and assuming we have established instructional control that will transfer to alternation between the two instructions).

Comments by John Austin

Funny you should send this note, as I was just thinking about a closely related issue.  Namely, why do verbal prompts sometimes have lasting effects?

Consider the example (and perhaps overly molar analysis...) where you are walking on a wet sidewalk and then you come to a marble floor (yeah...I was just in Mexico...) - anyway, as you are coming to the floor, your amigo says, "cuidado", because the marble will be extra slippery when your feet are wet.  The next time you approach the floor under similar circumstances, you might very well think to yourself, "be careful", prompting slower walking just as your amigo's earlier warning did. It seems relevant to analysis of safety interventions and why prompts sometimes seem to have effects that last longer than expected. Your analysis below still holds - this is just a minor addition, and it ties into the conversation you and I had on the way back from MABA regarding observation in behavior based safety as an 'inducer' of self monitoring during future similar situations.

Comments by Matt Miller

I think you're right on the mark, in that 'prompt' is not a basic concept like 'discriminative stimulus'. However, it doesn't make sense to me to say that the prompt in your example is not functioning as an Sd. It's certainly not being used in a procedure that would establish an Sd, so you could use a procedural definition and say that it isn't an Sd. But, it is increasing the probability of a specific response due to a history of correlation with reinforcement of that response; which sounds pretty SDish. 

Aside from the procedural vs. functional definition debate, there's another reason you may want to consider that prompt (not all prompts) to be an Sd. The correlation between an Sd and reinforcement of the response doesn't have to be 1. While the prompt is being used in your training situation, you'd reinforce in it's absence, but probably in the future reinforcement will remain somewhat more likely to occur following the response 'I was swinging' in the presence of the stimulus 'say, I was swinging' than in its absence, thus maintaining the correlation. 

It would be a fun exercise to consider a wide array of prompts and analyze as you have. I wonder how many would turn out to be (or have been) Sds and what other basic concepts would be necessary to explain their utility. 

Chapter 13. 
Complex Stimulus Control

Stimulus Equivalence
The phenomenon of stimulus equivalence is not a fundamental behavioral process with which we can understand language (AKA verbal behavior); instead, it is a complex, culturally programmed form of symbolic matching, dependent on an elaborate behavioral history and verbal repertoire.

Stimulus equivalence and, more generally, derived relationships may have the following technological expedience: We can teach a subset of synonyms and some other sorts of relationships, and this training will transfer to a larger set. For example, we might be able to teach that granddad is older than dad, and dad is older than you; and without explicit training, the subject will be able to state, “Granddad is older than me.” And such transfer of training might not be trivial. But it is not automatic; it is dependent on an unspecified but elaborate behavioral history and verbal repertoire.

However, the study of stimulus-equivalence-type phenomena as if such study were basic science may be productive of a large number of experiments but may lead us up a blind alley, as far as theoretical insight is concerned, and may distract us from mining the technological significance of the phenomena.

In my humble opinion.

Message from Michael
Dick: I very much liked your treatment of stimulus equivalence: I would be interested in your reaction to my effort to deal with a similar but I think, more basic concept, stimulus class membership. I will copy a few brief extracts from my “Basic Principles” monograph and put them immediately below this message. Jack

Stimulus class membership Two stimuli are said to be members of the same stimulus class when a function-altering change with respect to one results in the other one having been at least partially changed in the same way. Stimuli that physically resemble one another are automatically members of the same class in this sense. This is another way of describing the phenomena that define stimulus generalization. For example, conditioning a dog to salivate to a tone of 500 Hz by pairing the tone with food will result in some salivation to a tone of 700 Hz, without that tone having been paired with the US.

The concept of stimulus class membership becomes more important with respect to stimuli that do not resemble each other, or are not even in the same sense mode. Such stimuli may become members of the same stimulus class after various kinds of learning histories, and then when the behavioral function of one is altered, the other will have a similar behavioral function even though it has not been exposed to the function-altering variable. (This is the way to determine whether or not two stimuli are members of the same stimulus class.) Stimulus generalization doesn’t seem quite right for this situation because of its historically close linkage to the concept of physical similarity. A new term, stimulus equivalence, is being used to refer to some relationships of this kind, but it seems to be somewhat narrower in application than stimulus class membership.

A simple procedure (traditionally referred to as sensory preconditioning) that can produce stimulus class membership consists in the repeated simultaneous presentation of two neutral stimuli. For example, if a tone and a light are simultaneously presented to a dog many times, then if the tone later becomes a CS for salivation by being paired with food, the dog will salivate to the light to some degree even though the light has not been paired at all with the food US.

Many other procedures seem to have similar effects in developing stimulus class membership. (described elsewhere)

Recently a procedure referred to as equivalence training (Sidman & Tailby, 1982) has been found to be especially effective in developing stimulus class membership with humans. It is a form of conditional discrimination as described below and an example will be provided in that section.

Meandering from Malott
Yes, I agree that stimulus class is more fundamental than stimulus equivalence. 

Your treatment of stimulus class and my treatment of response class (Elementary Principles of Behavior) are similar. Here’s my hit on response class:

Response class
 A set of responses that either 

 a) are similar on at least one response dimension, or

 b) share the effects of reinforcement and punishment, or

 c) serve the same function (produce the same outcome).

My option b) “share the effects of reinforcement and punishment” is similar to your “when a function-altering change with respect to one results in the other one having been at least partially changed in the same way.”

My option a) “are similar on at least one response dimension” is similar to your “stimuli that physically resemble one another are automatically members of the same class in this sense.”

My option c) “serve the same function (produce the same outcome)” is somewhat similar to or at least parallel to the issue you address in  “the concept of stimulus class membership becomes more important with respect to stimuli that do not resemble each other, or are not even in the same sense mode.” For example, responses that serve the same function might be knocking on the door, pushing the doorbell button, shouting, or even signing through the window; these responses “do not resemble each other” and do not always produce stimuli “even in the same sense mode.”

Prompt to Students
Ask Malott to explain symbolic matching, if he has not already done so.

Chapter 14
Imitation 

Theory:
STIMULUS MATCHING AND IMITATION
We show an observer a sample color (red) and two comparison colors (red and green). We ask the observer to select the comparison color that matches the sample color, and we reinforce the response of selecting the matching color. Behavior analysts often use this procedure with both human beings and animals. They call it stimulus matching or matching to sample. 



1 The cluster of grapes is a poor person’s effort to symbolize a raisin reinforcer
Now let's replace the colors with pictures of people. For example, the sample picture shows a woman with her right hand raised. One comparison picture shows the woman with her right hand raised, and the other comparison picture shows the woman with left hand raised. Then we reinforce selecting the picture that matches the sample picture in terms of the position of the hands.




Next, we make the situation more concrete by replacing the pictures of the women with real women -- we could designate one as the sample woman, and the other two as comparison women. The correct response would be selecting the comparison woman whose position or behavior matches that of the sample woman. We could call the sample woman the model, and the two comparison women the imitators. We could reinforce selecting the proper imitation behavior of the two comparison imitators. The behavior of these women, then, is the discriminative stimuli for the appropriate selection response of the observer. When stimuli resulting from the behavior of the selected imitator match the stimuli resulting from the behavior of the model, the subject has selected the correct imitator. This is matching of imitation. As far as we know, behavior analysts haven't used this sort of discrimination procedure without the involvement of the subject actually doing the imitating, but it might be interesting. 
Now comes the main reason for pursuing this line: We substitute the observer for the imitator -- the usual imitation situation. Then we would reinforce the subject's matching the stimuli arising from his or her behavior to the stimuli arising from the behavior of the model. The matching stimuli would act as discriminative stimuli for the correct matching response. For example, if the model raises her right arm, the imitator would first look at the model and then look at or feel his or her right arm as he or she raised it. When the visual or proprioceptive (position) stimuli arising from the imitator's raised arm matched the visual stimuli of the model, the imitative response would be complete. 



The point of this is to suggest that imitation is a subclass of a more general type of stimulus control -- stimulus matching (matching to sample). The retarded child, or even you and I, acquire our imitative repertoire in the same way as the pigeon in the Skinner box acquires its stimulus-matching repertoire. In both cases stimulus matches produce reinforcers and nonmatches don't. There's nothing mystical or special about the behavioral processes underlying imitation, though the imitative repertoire is crucial to our learning to be normal human beings.2 

QUESTIONS
1. Stimulus matching -- define it and give an example. 

2. Describe a series of hypothetical experiments showing how imitation is just a special form of stimulus matching. 
 INCLUDEPICTURE "E:\\AES Ch_14_files\\glohorsd.gif" \* MERGEFORMATINET 

2 Incidentally, I'm not saying imitation is more difficult or easier than other types of stimulus matching; that's an open question.  I’m just saying imitation is a special type of stimulus matching.

Chapter 15
Avoidance 

Controversy:
THEORIES OF AVOIDANCE 
MOLECULAR THEORY: TWO FACTOR THEORY 

When you think about it, these avoidance contingencies can puzzle you. At least they've puzzled many reinforcement theorists. Take a look at the contingency diagram, to see the puzzle. 

Avoidance Contingency 
What's the puzzle? The avoidance contingency is a type of reinforcement contingency. It reinforces the response. It makes the avoidance response more likely. But how? We've learned that for reinforcement to work, the response must produce some sort of change in the environment -- for example, the response must produce a drop of water or terminate a shock. But a glance at our contingency diagram suggests that the successful avoidance response produces no change in the environment. Then how can it work? 



Before we try to answer that, let take a look at the cued-avoidance contingency, one more time: For example, a buzzer (the warning stimulus) goes on, and three seconds later, a shock comes on for a few seconds. Then both the buzzer and the shock go off. What happens if the rat presses the lever within the three seconds after the buzzer comes on? Then the buzzer will go off, and the rat will have avoided the shock (the shock won't come on). Or suppose the rat waits until the shock comes on and then presses the bar? Then both the shock and the buzzer will both turn off. 

Now this is an unusual procedure. The avoidance contingency should also convert the buzzer (the warning stimulus) from the status of a neutral stimulus to the status of a learned aversive stimulus. Why? Because a neutral stimulus will become an aversive stimulus, after repeated pairing with an aversive stimulus. And that's exactly what happens, during the first part of avoidance training, when the rat's lever pressing response isn't occurring often. During this time, when the buzzer comes on, the shock usually follows it. So the buzzer and the shock are repeatedly paired, and the buzzer takes on some aversiveness of the shock itself -- the buzzer becomes a learned aversive stimulus. 

Now let's look at another contingency diagram, one for the relation between the buzzer (now a learned aversive stimulus) and the lever press: 

Escape from a Learned Aversive Stimulus 


Here we see an escape contingency, in which the rat's lever press turns off the aversive buzzer, the warning stimulus. So we would expect the lever press would increase in frequency, simply because escape from the aversive buzzer would reinforce that response. 

Why is this escape contingency so important? Because it might explain how the mysterious avoidance contingency works -- how we can get something from nothing -- how pressing the lever when there's no shock and receiving no shock in return seems to reinforce that lever press. What's the explanation? 

The explanation might be that avoiding the shock has little to do with the reinforcement of the lever press. Instead, escaping the aversive buzzer, the warning stimulus, reinforces the lever press. Perhaps the rat really acquires the lever press as an escape response, not as an avoidance response. 

Then what role does the shock play? The shock is crucial because its pairings cause the buzzer, the warning stimulus, to become a learned aversive stimulus. 

This theory of avoidance acquisition is called the two-factor theory. 

The two-factor theory of avoidance 
	

	The warning stimulus becomes 

	

	a learned aversive stimulus, 

	

	through pairing with the original aversive stimulus; 

	

	and the so called avoidance response 

	

	is really reinforced by the contingent termination of the warning stimulus 

	

	and not by the avoidance of the original aversive stimulus



The two factors are: 
(1) the warning stimulus' acquisition of the learned aversiveness through the pairing procedure and 
(2) the acquisition of the "avoidance response" through operant escape conditioning. 

QUESTIONS 

1. Two-factor theory of avoidance -- define it and give an example of avoidance showing how you can interpret the example in terms of the two-factor theory. 

MOLAR THEORY:
GENERAL REDUCTION IN THE FREQUENCY OF AVERSIVE STIMULATION 
When there's more than one way of looking at something, you can bet some psychologists will look at it in one way and others will look at it in other ways. The avoidance contingency is no exception. 

If you step back and look at what's happening over a long time frame, you can see something like this: 

Avoidance Contingency 


  
In other words, with a typical avoidance contingency, what happens if the rat never presses the lever? The procedure might be set to deliver a shock every minute. So, over a 60 minute session, the rat would receive 60 shocks. 

And what happens if the rat presses the lever during the warning stimulus on half the trials? Over the 60 minute session, the rat would receive only 30 shocks. 

So the molar theorists argue that this overall reduction in frequency of shocks (a reduction from 60 to 30 shocks) reinforces the lever presses responsible for that reduction. You might look at it like this: By pressing the lever 30 times during the hour, the rat escaped from an overall rate of 60 shocks per hour into a lower overall rate of 30 shocks per hour. The reduction in the rate of shocks reinforced these escape responses. 

Tentative Principle 
	A molar theory of avoidance -- 


	
With an avoidance contingency, 

	
the reduction in the overall frequency of aversive stimulation 

	
reinforces the "avoidance response." 




Although we call this a principle, it is not universally agreed upon; so in that sense, it is more a theoretical statement, or a tentative principle. 
QUESTIONS 

1. A molar theory of avoidance -- define this theory and give an example of avoidance showing how you can interpret the example in terms of the theory. 

 

Compare and Contrast:
MOLECULAR THEORIES VS. 
MOLAR THEORIES 
In recent years, we've seen the development of two different theoretical approaches to the analysis of behavior -- the molecular approach and the molar approach. On the one hand, the molecular approach involves analyzing behavior into it's smallest components -- each individual instance of a contingency (sort of a behavioral molecule). 

The question is why do we do what we do at a particular moment? Here's the answer, according to the molecular approach: What we do right now is determined by the reinforcement and punishment contingencies that are probably in effect at that particular moment. 
Concept 
Molecular theory -- 

	
The immediate likelihood of behavioral consequence 

	
controls the occurrence of the response


On the other hand, the molar approach involves analyzing behavior within a longer time frame, for example over the last several minutes or even over the last hour or so. According to the molar approach, looking at each behavioral molecule may actually mislead us. 

Here's a molar answer to the question, why do we do what we do at a particular moment: What we do right now is determined by the average reinforcement and punishment contingencies that have been in effect for the last several minutes or even the last hour or so. 
	Concept Molar theory -- 


	
The overall likelihood of behavioral consequences 

	
controls the occurrence of the response. 




Now we can look back at the two theories of avoidance from these two perspectives. The molecular two-factor theory dealt with the question of what was the immediate contingency operating on the response. This theory pointed to the immediate escape from the learned aversive stimulation of the warning stimulus -- the buzzer. However, the molar theory pointed to the overall reduction in the rate of aversive stimulation that would result from the lever presses. 

The molecular approach looks for the causes of behavior in the details, while the molar approaches looks for the causes in the big picture. The molecular approach suggests that our behavior is sensitive to the immediate contingencies of reinforcement and punishment and insensitive to the effects our behavior has on the overall amount of reinforcers and aversive outcomes we receive. However, the molar approach suggests that our behavior is sensitive to the effects it has on the overall amount of reinforcers and aversive outcomes we receive and insensitive to the immediate contingencies of reinforcement and punishment. Of course, many behavior analysts advocate a theoretical position between these two extremes. Obviously the location of the truth has not been revealed.1 
QUESTIONS 

1. Molecular and molar theories -- define them and show how they differ in their explanation of the avoidance contingency. 

 

Controversy:
CONCURRENT AVOIDANCE AND 
PUNISHMENT CONTINGENCIES 
THE MUMBLERS 
Residents in psychiatric institutions often speak poorly, mumbling the few words they do speak, and thereby decreasing the chances they will acquire the more normal repertoire they need to function in the more normal world. Some behavior analysts developed the following procedure to help three such residents acquire audible and longer conversations, after they had had no success with procedures based on reinforcement by the presentation of reinforcers. The reinforcer- based procedures had failed because the behavior analysts couldn't find effective reinforcers for these particular residents. 

In one case, every time residents on a psychiatric ward mumbled or talked too briefly, the staff members would prompt them to speak more loudly or longer. If the resident didn't, then the staff would ask that resident to repeat what they had said so they could be heard at a distance of ten feet. As a result, the residents talked more clearly and longer. 

What do you think: Was that an avoidance procedure or a punishment procedure? 

Here's what we think. Having to repeat themselves, especially in an extra loud voice, must have been aversive for those residents. So on the one hand, talking more normally avoided the need to shout it out. On the other hand, inaudible talking was punished by having to shout it out. This is one of those cases where the only options are one of two distinct responses. It's not like where the person can respond or not respond. There's no easy option not to respond. When you talk, you either talk audibly or you don't. So in such cases, we think the avoidance contingency may be identical to the punishment contingency. 
THE CHASM 

It's nightmare city. The bad guys are chasing you. You run and run 'til you're ready to drop. Suddenly you stop -- just in time, because right in front of you is a thousand-foot deep chasm, with nothing but empty space separating you from the other side of the chasm, 20 feet away. All is lost, you can hear the bad guys screaming their foul-mouthed cries as they come chasing up the dusty road. You're doomed now. 

But wait! What's that? A narrow log crosses the chasm. If you can manage to walk carefully across the chasm, without losing your balance and (as they say) plunging to your certain death, you can pull the log over to your side, sit comfortably on it, and make faces at the bad guys panting and cursing on the other side (the behavior that got you in trouble with them in the first place). 
So you step tentatively and carefully out onto the log, as the bad guys come nearer. You tremble. Cold sweat. One slip and you're a goner. 

So what kind of contingency have we got here? Careful walking avoids sudden death at the bottom of the chasm. Sloppy walking is punished by sudden death at the end of the chasm. Is this avoidance or punishment? 

We say it's both. You've got two responses. You must do one or the other. No other options. You do one and no aversive outcome occurs (avoidance). You do the other and an aversive outcome follows (punishment). Here, the avoidance contingency and the punishment contingency don't differ. They're one and the same. This really is the opposite sides of the same coin. 

"Fine, but do I make it safely to the other side of the chasm?" you ask. How would we know? You have a better idea of your log walking skills than we do. It's your nightmare not ours. We'd like to help you, but this time you're on your own. 
Analysis 
What's at least one thing both the resident in the psychiatric institution and you in your nightmare have in common? You're both exposed to an avoidance contingency in which you have only two plausible responses: the resident can either speak clearly or mumble; and you can either walk carefully or uncarefully.2 This isn't a well established notion, but it seems to us that when you must make one of two and only two responses, and when an avoidance contingency is involved with one of those two responses, a punishment contingency must be concurrently operating on the other response. 

Then what about when you have more than two plausible responses? Then it seems less useful to stress the role of concurrent punishment contingencies operating on all the other responses. However, accidental punishment contingencies may play some role. But we think you should not lose sight of the donut by paying too much attention to the holes. 

Consider noncued avoidance with a rat's lever presses avoiding brief, mild shocks in a Skinner box. The rat can make all sorts of responses other than the lever press. And if any of those responses occur just prior to the shock, the shock will accidentally punish those responses. But we think it would be going way too far to say the only reason the rat presses the lever is because all other responses are punished? It makes more sense to us to say the rat presses the lever mainly because that lever press prevents the presentation of the next shock? And also we'd be comfortable saying both contingencies are in operation -- avoidance-based reinforcement of the lever press and, to a lesser extent, accidental punishment of all other behavior? 
QUESTION 

1. From the point of view presented here, discuss the following situations in terms of avoidance, accidental punishment of other behavior, and concurrent avoidance and accidental punishment? 

2. the person must make one of only two possible responses 

3. a large number of response options are available, but only one will avoid an aversive condition 
 

CONCEPTUAL QUESTIONS 

1. What do you really think: Is it reasonable to draw a fine line between avoidance of an aversive condition and punishment by the presentation of an aversive condition? Or is the line so fine as to have no width at all -- are they really just the opposite sides of the same coin? 

2. Yes, it's reasonable to draw the fine line. 

3. No, it's not reasonable to draw the fine line.

Please explain your answer.


4. On the other hand, are we completely off base? Are these so-called avoidance contingencies really punishment contingencies? 

5. Yes, you're completely off base. 

6. No, you're not completely off base.

Please explain your answer.


7. In the subsection entitled "The Chasm," we talked about avoidance and punishment contingencies based on the outcome of death. We're we just being poetic, metaphorical, figurative? In other words, does it make sense to talk about death as an effective outcome in a punishment contingency? For example, with a rat in a Skinner box, could you show that death is an effective outcome in a punishment contingency? And don't give us that nonsense that the rat will certainly be less likely to press that lever, if it's dead. We've already figured that part out ourselves; we don't need someone with your expertise to tell us that. 


1 The dedicated student of the analysis of behavior might further pursue the issue of molecular and molar theories of behavior in James E. Mazur's excellent book Learning and Behavior (1986, Englewood Cliffs, NJ: Prentice Hall, pp. 152-154, 320-332.)

2 On the other hand, Wendy Jaehnig, a former student, argued that walking uncarefully is too large a response class to punish it; so we've really only got avoidance. She might be right. 

Chapter 16
Punishment by Prevention
Compare and Contrast:
PUNISHMENT BY THE PREVENTION OF THE PRESENTATION OF A REINFORCER (DRO) VS.
THE ALTERNATIVE- BEHAVIOR PROCEDURE 

Here's a secondary reason for not using the terminology differential reinforcement of other behavior: We may too easily confuse it with the differential reinforcement of alternative behavior. Remember that one? The replacement of a inappropriate response with a specific appropriate response that produces the same reinforcing outcome. 

In that connection, so you also remember Uncle Sid's visit last summer to the home of his sister and his foul-mouthed niece and nephew? In Chapter 20, we showed how Uncle Sid might have used either an extinction procedure or a response-cost procedure to get rid of that obnoxious behavior. Now let's see how he might use either the differential reinforcement of alternative behavior or punishment by the prevention of the presentation of a reinforcer (often called DRO). 

Suppose Sid sets up the following contingency: Every 5 minutes that goes by without a swear word (at least from the kids), Sid gives them each a penny (what more do you expect -- after all, Sid's only a poor college teacher). But if a kid swears during that 5-minute interval, that kid doesn't get the penny. 

What kind of procedure is that -- the differential reinforcement of alternative behavior or the punishment procedure? It's not the differential reinforcement of alternative behavior, because Sid is not reinforcing any specific alternative response. Then it must be the punishment procedure. Yes, Sid is punishing swearing; he set up a contingency where swearing prevents his presentation of a penny. 

Now suppose, instead, Sid thinks his attention is the reinforcer for their swearing. Then how might he replace that inappropriate swearing by differentially reinforcing a more appropriate response? 

He might reinforce the appropriate response of their explicitly requesting his attention. At the same time, he would extinguish their swearing. That means, whenever they said, "Uncle Sid, would you play with us?" or, "Uncle Sid, look what I drew," Sid should acknowledge their request. He might not be free to comply with their request right at that moment, but at least he could acknowledge it and say something, like, "Yes, I'll play with you for a few minutes, as soon as I finish reading the paper." (Of course, that'll continue to work, only if Sid reliably fulfills his promises.) At the same time, Sid would extinguish any swearing by ignoring it. 

So, with this punishment procedure, we decrease the frequency of the inappropriate response, by having it prevent the presentation of a reinforcer. And with the differential reinforcement of alternative behavior, we decrease the frequency of the inappropriate response, by extinguishing it and at the same time reinforcing an appropriate response. 

QUESTIONS 
1. Using examples, compare and contrast punishment by the prevention of the presentation of a reinforcer and differential reinforcement of alternative behavior. 

 

Research Methods 

AN ADEQUATE CONTROL CONDITION
TO SHOW REINFORCEMENT 
Suppose your behavior analysis professor invites you and a friend to his home. Suppose further that your friend hasn't had the enlightening experience of reading this book. During the course of an hour's chat, you observe your teacher's five-year-old daughter. Like all behavior analysts' children, she is extremely charming and seems to be one of the happiest people you have ever seen. While not being boisterous or unruly, she is amused, entertained, and fully content. You also observe that, like most behavior analysts, your professor takes great pleasure in his child and expresses it by often showering attention, affection, love, and an occasional piece of delicious fruit upon her. 

You can't help but notice that the behavior-analyst parent only delivers these reinforcers after the child has made some happy sort of response. Your naive friend is amazed at the happy home life. But you, knowing that your professor is a strong advocate of reinforcement principles, had expected nothing less. You explain to your friend that "happiness is not a warm puppy, happiness is a group of reinforced responses." Your professor is reinforcing his daughter's behavior on an intermittent schedule for behaving happily and having a good time. Your friend points out that you don't reinforce happiness; happiness just happens. The skeptic asserts that happiness will be more likely to happen in a warm, loving home--just what the behavior analyst is providing. You counter this notion by saying that a warm, loving home is not enough. What is important here is presenting warmth and love immediately after occurrences of happy behavior. 

You both agree that warmth and love may be crucial factors. You know they must immediately follow the desired happy type of responses. Your friend argues that the particular behaviors love and warmth precede or follow are beside the point. Your friend says it doesn't matter when you show warmth and love; it just matters that you show it. How would you go about resolving this disagreement? 

Right you are; you would perform an experiment. But just what sort of an experiment would you perform? Someone less skilled than yourself in scientific research might suggest a simple extinction experiment. In other words, you would withhold the supposed reinforcers of love, warmth, and so forth, and see if the frequency of happy responses decreased. As you know, that wouldn't do. If you simply withheld love and warmth, you would predict that happy responses would decrease in frequency, and your friend would make the same prediction. Your friend would say that when you take love and warmth from the house, happiness, of course, goes with them. 

As you knew all along, you would need the potential reinforcer present in the situation. But you must make sure it doesn't occur immediately following a happy response. In other words, if the love and warmth are still there, the friend will argue that happiness should remain. On the other hand, because love and warmth no longer immediately follow happy behavior, you will argue that happiness will be on its way out. 

What you would have to do is wait until times when the child wasn't being happy. Then you'd shower the kid with love and warmth. You'd do this over a period of several days. Your friend would predict that happiness would remain because the love and warmth remained, even though it was no longer contingent on happiness. But you would predict that the happiness would drop out because the reinforcers of love and warmth were no longer contingent on happy behavior. 

QUESTIONS 

Danger: Study this section extra carefully, because students often screw up the following questions on their quizzes.. 

1. Why isn't extinction the best control procedure for demonstrating reinforcement? 

2. What is? 

3. What are the similarities in problems of research methods of Marilla's generalized imitation in chapter 14 and the behavior analyst's nearly perfect child? 
CONCEPTUAL QUESTIONS 

4. Prevention of the Four Basic Behavioral Contingencies (see the table in section ) 

5. Give an original example of each extinction or recovery for each of the four prevention contingencies. 

6. Give an original example of stimulus control for each of the four prevention contingencies. Be sure to point out the reinforcement-based or punishment-based SD and , in each example. 

7. Give an original example of differential reinforcement or punishment for each of the four prevention contingencies. 

8. Does going one step further and talking about prevention of a prevention contingency make any sense? Why? (We'll admit we'd rather not have to deal with this problem.) 

9. Which do you prefer -- an analysis in terms of punishment by the prevention of the presentation of a reinforcer or an analysis in terms of differential reinforcement of other behavior (DRO)? Why? 
Chapter 17
NOTES. 98-07-06. 
IN SEARCH OF THE EVERYDAY VARIABLE RATIO 

BAD EXAMPLE 

A door-to-door salesperson works under a variable-ratio schedule of reinforcement. Let us assume such a salesperson, selling brushes, calls on a particular house. After hearing his finest sales talk, the woman answering the door lets him know she is more than amply stocked. The salesperson leaves and knocks on the next door. The salesperson meets again with failure. Perhaps he calls on 20 houses in a row but doesn't sell even a toothbrush. At the next house, the housekeeper fairly drags him through the door. "I've been waiting for you for months," the housekeeper says, and then proceeds to place an order for 50 of his finest items. The salesperson leaves the house and stops at the next house, where also a person is waiting for the salesperson's services. 

We can see that the salesperson is operating on a variable-ratio schedule. Behind each new door lurks a possibility for a long-awaited order, and so the salesperson pushes on. As any other behavior would extinguish, selling would extinguish if reinforcement were not available. Thus, although the salesperson's behavior is on a variable-ratio schedule, reinforcement must occur often enough to maintain the behavior. 

The way the world pays off for one attempt and fails to pay off for another has produced the old saying "If at first you don't succeed, try, try again." On the variable-ratio schedule of reinforcement, we can only assume that the more often we attempt, the more often the response will produce a reinforcer. 

ANALYSIS 

I am having to remove this example of an everyday variable-ratio schedule of reinforcement from EPB 4.0 because a student correctly pointed out that it ain't, at least it ain't simple. Not only is it rule governed, but also the response unit (each individual reinforceable response, like the lever press) really consists of a very elaborate stimulus-response chain. And, undoubtedly, the behavior is under the control of some sort of avoidance analog. Furthermore, this is probably best viewed as a discrete-trial procedure rather than the more typical free-operant procedure where we usually think about the application of variable-ratio schedules. 

1) Unfortunately, I haven't been able to come up with a clean, everyday variable ratio example. If you've got one for me, I'd sure appreciate it. By the way, please don't send a gambling example; I've already eliminated that one from EPB 3.0, where I also explain why. 

2) A clear behavior mod. example would also be great. 
CONCEPTUAL QUESTIONS 
a) Gambling in the Skinner box: 

i) Design a Skinner box experiment for a chimpanzee where the contingencies are as much like those for human gambling as possible. 

ii) What changes would you have to make, if your subject were a pigeon, instead of a chimp? 

b) Why do fixed-ratio schedules produce post-reinforcement pauses? 

i) Answer in terms of stimulus control, with the recent delivery of a reinforcer acting as an S?. 

ii) Also have the act of the responding, itself, function as an SD for more responding. 

iii) Show how your explanation correctly predicts the lack of post-reinforcement pauses following variable-ratio schedules. 

Chapter 18 Time-Dependent Schedules 

WHY DO LIMITED HOLDS WORK THE WAY THEY DO? 

Earlier, we suggested the limited hold can generate a high rate of behavior. Indeed, if a schedule with a limited hold gets its clutches on an organism, that poor creature will work its tail off, or its beak (in the case of a pigeon), or his neck (in the case of Manuel, our friend from the Pit). Here's the way the limited hold gets its control over our behavior: Generally responses that occur at low rates don't get reinforced many times per day. Why not? Because those slow responses often miss the chance to produce a reinforcer; the chance lasts for only the brief time of the limited hold, and that brief time is liable to occur during the interval between two of those slow responses. 

But responses that occur at high rates may get reinforced the maximum possible number of times per day. Why? Because these fast responses usually collect on the chance to produce a reinforcer. Suppose those fast responses are occurring more frequently than the duration of the limited hold. Then one of those responses will fall within each limited hold. That means the fast responses will get more reinforcers per day than will the slow responses. And that means the limited hold schedule differentially reinforces high rates of responding. 

The upshot of all this is that limited hold schedules tend to generate high rates of responding. We should not assume that Manuel had calculated the minimum duration of the gusts. Nor should we assume he then decided that he should look up frequently enough to be sure one of his glances would fall within each limited hold. He might have been so calculating, but we shouldn't assume it. 

In other words, the interval schedules with a limited hold just naturally differentially reinforce fast responding. This reinforcement of high rate occurs, regardless of whether the responder is aware of the contingencies, or whether the responder understands the relation between the rate of responding and the frequency of reinforcement. 

QUESTIONS 

1. Why does a limited hold generate a high rate of behavior? 

2. Must we be aware of the contingencies of reinforcement before a limited hold can cause us to respond at a high rate? Please explain. 
 

WHY DOES INTERMITTENT REINFORCEMENT INCREASE RESISTANCE TO EXTINCTION? 

Warning: This section is so complex that it may be dangerous if tried at home without the guidance of a trained professional, but here it is because so many students asked for it. 

The principle of resistance to extinction states: Intermittent reinforcement makes the response more resistant to extinction than does continuous reinforcement. That's right, but why? Why is it that the Skinner-box rats appear to work harder rather than less hard, when we pay them off the Skinner-box rats for hard work with less reinforcement they appear to work harder rather than less? At first glance, that makes little sense. 

It may be a problem of stimulus generalization. Remember Guttman and Kalish's generalizing pigeons? Their key-peck responses were reinforced in the presence of the training stimulus, a yellow-green light. Then stimulus generalization was measured in the presence of test stimuli (lights of other colors). The closer the color of the test stimulus to the training color, the higher the response (in other words, rate the greater the stimulus generalization). 

This sort of stimulus generalization might also explain increased resistance to extinction following intermittent reinforcement. On an intermittent reinforcement schedule, a response gets reinforced on occasions when the preceding responses had not been reinforced; in fact reinforcement can occur even when no response has been reinforced for several seconds or even minutes. That's the training stimulus--the stimuli arising from having responded for a while without reinforcement. Well, what might be stimuli the rat in the Skinner box might experience after a minute of no water reinforcement? Maybe a slightly dry mouth. So when his mouth is slightly dry, lever pressing is occasionally reinforced. That's just like in the Guttman and Kalish experiment, when the yellow-green light is on, the birds key peck is occasionally reinforced. The yellow-green light is what we've called the training stimulus, in the Guttman and Kalish experiment. And so we might call the slightly dry mouth the training stimulus, in our resistance to extinction experiment. 

Then we go into extinction following this intermittent reinforcement, and the rat goes for many minutes with no water reinforcement. And so, the rat's mouth gets dryer and dryer. 

Now his mouth is very dry. It was never this dry in training, but it had been slightly dry in training. So this very dry mouth is like a Guttman and Kalish's test stimulus (like the red light). In the generalization experiment, we ask how much does the training with the yellow-green light generalize to testing in the red light. In our intermittent reinforcement experiment, we ask how much does the training with the slightly dry mouth (no reinforcement for a minute or so) generalize to testing with the very dry mouth (no reinforcement during several minutes of extinction). And we'll find that the rat who has had intermittent-reinforcement training continues to make a fair number of responses (much stimulus generalization from the slightly dry mouth to the very dry mouth). 

However, suppose the rat were trained on a schedule of continuous reinforcement, where each response gets reinforced. Then the rat's mouth will be very wet at the time it makes a reinforced response, because it's mouth will not have had time to dry out. So we'd say the training stimulus is a very wet mouth, rather than a slightly dry mouth that was present in the case of intermittent reinforcement. 

Now, suppose we do extinction after this continuous-reinforcement training; and in a few minutes the rat's mouth becomes very dry. This dry-mouth test stimulus differs considerably from the wet-mouth training stimulus. So we wouldn't get as much stimulus generalization, which means we wouldn't get as much responding after we were several minutes into extinction with the associated stimuli (the slightly drier mouth). 

Now don't take the particular stimuli, the wet mouth / dry mouth stimuli, too seriously. That's just an example of the sort of stimulus dimension along which the rat might be generalizing from reinforcement in the training stimulus to responding in the test stimulus. 

	 
	Training Stimulus
	Test Stimulus
	Test Stimulus Results 

	Color Generalization
	yellow-green
	red
	not much generalization (e.g., much responding)

	Extinction after Intermittent 

Reinforcement
	slightly dry mouth
	very dry mouth
	much generalization 

(e.g., much responding)

	Extinction after Continuous 

Reinforcement
	wet mouth
	very dry mouth
	little generalization 

(e.g., little responding)


QUESTIONS 

1. WHY DOES INTERMITTENT REINFORCEMENT INCREASE RESISTANCE TO EXTINCTION? 

CONCEPTUAL QUESTIONS 

1. Give a Skinner-box example that shows the differences between ratio, interval, and time schedules of reinforcement. 

2. Give a Skinner-box example of an interval schedule of punishment. 

3. Give a Skinner-box example of a time schedule of penalty; and explain why it would be unethical to use such a schedule with humans. 
Some students are still confused about this.  They ask, “Why is a wet mouth the training stimulus here?”  Well, the rat’s mouth was always wet, during continuous reinforcement.  So wet mouth was the stimulus during the training; wet mouth was the training stimulus.  But once we get into the testing phase, extinction, the test stimulus is the dry mouth, because the animal won’t have had a water reinforcer for quite a while.  Hope this helps; it not, let me know and we’ll keep working on it; because it’s real hard.

Chapter 22 Analogs to Reinforcement Part I
FLASHBACK TO CHAPTER 15

Now that you’re a master of the deadline in analog to avoidance contingencies, please go back to Chapter 15, and figure out how to diagram those contingencies with the SD deadline and the delayed outcome dealt with separately, as they are in this chapter.

The reason we didn’t do it when we were in chapter 15, was because, in all those examples the deadline and the delayed outcome were the same, so we didn’t need to.  And also we didn’t want to overwhelm the students at that point; better to overwhelm them now, right?

CONCEPTUAL QUESTIONS 

1. What do you think of the various arguments that we can get delayed reinforcement? 

2. What's your position on the argument that stimulus-response chains eliminate the need for rule control with delayed outcomes contingencies. First state the argument Then illustrate your position with a Skinner box analog. Make the counter argument in terms of the reinforceable-response-unit criterion. 

3. What's your position on the argument that simple stimulus discrimination eliminates the need for rule control with delayed outcomes contingencies. First state the argument Then illustrate your position with a Skinner box analog. 
Chapter 23
Analogs to Reinforcement Part II
Theory:
A TRADITIONAL VIEW OF DELAYED OUTCOMES
Many psychologists say people prefer immediate outcomes to delayed outcomes. But we think that doesn't hit it right on the head. 

SHORT DELAYS 

Behavior analysts point to this sort of experiment: You put a pigeon in a Skinner-box. The chamber contains two response keys. Pecking one key produces a reinforcer (grain) immediately, and pecking the other produces grain after a six-second delay. Depending on the delay, the bird will usually peck the key that produces the immediate reinforcer. It will peck the immediate- reinforcer key most of the time, even if pecking the delayed-reinforcer key will produce twice as much grain. 

LONG DELAYS 

People will select immediate reinforcers over delayed reinforcers. For example, if you press the immediate key, you'll get $10 now. But the delayed key will result in the ten bucks coming to you through the mail, a year from now. Of course, you'll go for the immediate ten. Maybe even if the option were $20 a year from now. 

From this, psychologists, conclude that our problems of self-control result from our preference for immediate gratification. They point to the pigeon with the two response keys to support their argument. 

OUR VIEW 

We agree with the pigeon data, but we think they're irrelevant. Either key will produce a reinforcer promptly enough to reinforce the key peck. But look again at our hypothetical human. Furthermore, what do you think would happen if we said, "We'll give you $1,000 a year from now, if you select the delayed key." All but the pathologically stubborn would go for the delayed key; we prefer our reinforcers as soon as we can get them, but we're not complete fools, at least not always. Unlike the pigeon example, here the one-year delayed reinforcer would be too delayed to reinforce the key press. In other words, we're talking rule-governed analog, not direct-acting reinforcement contingency. 

So we're taking a strong position. We're not just saying delayed reinforcers are less effective than immediate reinforcers. We're saying if the delay is too great, there will be no reinforcement; and if the reinforcer or the promise of the reinforcer controls our actions, we're talking about rule control. 

QUESTION 

1. Compare and contrast the traditional view vs. our view of delayed outcomes. 
 Theory:
ARE RULES FUNDAMENTAL CONCEPTS? 

Sid's seminar: 

Sue: Mr. Fields, I've got a question for you. 

Sid: Yes, Susan. 

Sue: Why do rules control our behavior? Is it because we're born that way? Like, I think our biology has evolved in such a way that food or water can reinforce our behavior. But what about rules? Has our biology evolved in such a way that rules can control our behavior? 

Sid: An excellent question. What's your answer? 

Sue: I don't think so. I think we still need to ask, 'Why is it that rule control works?' 

Joe: Yes, I've been wondering about that too. Something's still missing here. Like can we somehow explain rule control in terms of more fundamental principles of behavior? Like direct-acting contingencies of reinforcement? 

Max: I seem to spend half my time reading ahead of the assignments in this course. So I've been skimming later chapters. And the authors do a theoretical analysis of how rules control our behavior in. They do refer to the direct-acting contingencies of reinforcement -- and punishment too. 
CONCEPTUAL QUESTIONS 

1. Give an original example of each of the following: 

2. covert behavior 

3. reinforcement of covert behavior 

4. the principle of shifting from rule control to contingency control 

5. An occasional colleague gives me static for using this slogan, "Save the world with behavior analysis." They think it's bad public relations, to presumptuous. What do you think of our motto. 

6. Keep it. 

7. Bag it.
Why?

Here are opinions of some former grad students:

· Too preachy. Makes behavior analysis sound too much like a religious propaganda and not like science.

· Keep it as an inside joke, for the right audience.

· Keep it as our goal.




1. What do you think are the pros and cons of putting contingencies on the process vs. the product? Give a couple original examples. 

2. Give an original but realistic example of a community problem that people are trying to solve by providing more information to the community. 

3. What would a behavior analyst predict about the success of this particular attempt at teachin' by preachin'? 

4. What do you predict? 

5. Suppose you're a behavior modifier. Give the details of how you would try to solve this problem using the concepts of these chapters on rule-governed behavior. Describe the contingencies involved. 

6. Now design an experiment to show how you'd determine whether your solution worked. Specify the: 

7. dependent variable 

8. independent variable 

9. baseline phase 

10. intervention phase
11. Now design your experiment using a design with a multiple-baseline across groups or communities, if you haven't already. 

12. And now, if it's possible, design your experiment using a design with a multiple-baseline across behaviors, if you haven't already. If it's not possible, explain why. 
The Johnson and Malott Dialogue on Sexuality

Kent Johnson

Morningside Academy

Richard W. Malott

Western Michigan University

This is based on Kent Johnson’s review of Chapter 26 in Elementary Principles of Behavior, 4E.

Ok, so you propose a basic, simple behavior analytic model that one’s sexual orientation is a function of one’s particular social reinforcement history. 

(RWM: Come on, man, not “simple.”)

Your belief about the ways things unfolded for Bobbie is close to the psychoanalytic accounts that were prevalent in the 50s and 60s about how early childhood experiences—perhaps a distant or hateful dad, or a doting mom—set the pattern in place. You don’t specify precisely (“concretely” is your term) some examples of those contingencies, you just allude to them and say that it was Bobbie’s mom who was responsible for his feelings toward men and neutrality toward women (e.g., “That was my mother’s idea. She wanted a girl. Bobbie Brown’s my name.”–EPB, p. 2). You call him a transsexual. Let me address 

the components at hand, one at a time. First, some definitions. 

Some definitions

TG vs. TS. Let’s start with the transsexual label. Currently, the gay-lesbian-bisexual-transgender/transsexual (GLBT) community makes a distinction among transsexuals, transgender individuals, and transvestites. 

RWM: For PR purposes, I am more or less doing my best to comply with GLBT wishes in the 5th edition, but not without a few comments. First, I get a sense that the GLBT feels they now have ownership of this general area of terminology. And, if they change it, then anyone who isn’t up to date is more or less against them. I get the same feeling from some of my religious, fundamentalist students: They seem to feel that they have the one and only definition of religion, Christianity, Heaven, Hell, and God; and not to be up to date with their particular views is to be against them. I don’t say this to offend either GLBT or fundamentalist readers, as I have great respect for both groups. 

I suspect that not everyone makes your useful distinction between gay and homosexual, and so this makes our writing task a little more difficult, if we want to minimize the offense some people will take, if we don’t use these terms exactly like they do, without devoting more pages to this important topic than our already over-length book will allow. In doing a word search, I find I use I gay quite a bit, thinking it was the more currently acceptable term for the more traditional term, homosexual¸ where as, I now have the impression that you’re suggesting someone who is gay is a person (biological male?) who has come to grips with his own homosexuality, even if he has not taken it out of the closet, for Mom and Dad. So in a few places, I’ve replaced gay with gay and homosexual. But that would get too cumbersome, if I followed that policy throughout the book; so, in general, I’ve just stuck with gay by itself.

Second, in reading this very useful exposition of terminology, I get a sense of reification, as if there is if transgender , for example, is a thing, a fundamental thing, rather than a mere label that may or may not be useful or confusing and that may or may not be internally and externally consistent. And one of my main points is that there is no such thing as homosexual, heterosexual, transsexual, transgender, or whatever, just as there is no such thing as autism. Instead, all we’ve got are ways of behaving and values. The fact that there are some correlations between some of these behaviors, styles, and values makes it hard to resist labels, like autistic., heterosexual, and homosexual. 

But, I think that, in all cases, those labels, convenient though they are, do more harm than good. For one thing, they cause us to ignore or be puzzled by the rich variety of behaviors and values, the extreme difference among individuals with a given label. And of another thing those labels, with their over emphasis on similarities among individuals, cause people to assume a genetic causation, rather than, what I consider to be, a more plausible, environmental, contingency causation.

We might call Bobbie a budding transgender guy, at best, but he is probably none of these 3. Transsexuals (TS’s) are people who have already had a sex change operation; transgender people (TG’s) are those who engage in the repertoires of the gender opposite to their own sexual (physical) morphology: clothing, mannerisms and the like; they also have a physiological attractions and verbal repertoires consistent with these other repertoires. TG’s are pre-operation stage (“pre-ops”) in their social evolution; however, many never have the operation and remain TG’s. Transvestites are people who like to dress opposite to their sex or gender, but who are otherwise gender-conforming in their sexual attractions and other repertoires. So Bobbie is pre-transgender, not TG or TS.

(RWM: Repaired. By your definition above, I would, and now do, call Bobbie a transgender person.)

It is not harder today to get a TS operation than it was in the 70s. You have to go to any one of about 15 or more metro areas to find them. There’s even an old guy in Wyoming!

(RWM: According to Peter Rabbit, the old guy is in Trinidad Colorado [not Wyoming], and Trinidad is full of former lumber jacks and former truck drivers taking hormone injections and waiting tables in an effort to raise the beaucoup bucks they need for the old guy to cut it off.

A few years ago, I read that most of the surgeons had given up on doing sex change surgery for transsexuals; presumably because they had found that the transsexuals were no happier after the surgery than they had been before. Kent, what do you know about this?)

(RWM: Repaired, in any case.)

Here’s what I’ve added to Chapter 01: 

"Tell me more about yourself, Bobbie. When did you discover you were gay?” 

“I’m not gay; Mr. Fields; I’m not attracted to gay men, not at all. I a transgender person; I’m only attracted to straight heterosexual guys; I’m a woman in a man’s body.”

TG, TS, and sexual orientation. Further, TG’s and TS’s may have conforming or nonconforming sexual orientations. In Bobbie’s case he is a pre-transgender homosexual. He could more comfortably be called “gay” if he was more “comfortable” with his “feminine” repertoires and private verbal behavior (fantasies and the like), and less disturbed by the reactions of the homophobic verbal communities in which he circulates. Transgender and transsexual individuals could also have a conforming sexual orientation. If Bobbie became a TS, he would be heterosexual. If he became TG, most of the GLBT community would say he was a heterosexual too, although strictly speaking he would be gay. The GLBT community these days prefers to call TG’s who are attracted to the gender opposite to the gender to which they conform “heterosexual,” but there is no firm agreement on that, and almost always the conversation doesn’t go here. 

RWM: I would suspect that most of the general community would have trouble with this concept of a TG heterosexual, as you may be suggesting. They would see it as a contradiction in terms.

RWM: Repaired, somewhat. Bobby is not and will not be operated on, so he is pre-op, only in the sense that he has not had an operation. He does not think of himself as homosexual, in that he is not attracted to men who identify themselves as homosexual. Instead, he is attracted to men who prefer women. Thus he called himself  transsexual. However, I’m happy to update the story line and have him call himself, transgender, especially to the extent that you identify gender  in terms of sexual attraction, though I’m not sure how consistent you are in that restricted use of gender; and a lack of consistency should not be surprising, as I know from my 35 years of constant revisions, clarifications, and modifications of behavior-analysis terminology, that getting right terms is really a struggle. 

You distinguish between transsexuals and gays and lesbians in a couple places in your text, but you do not make the distinction clear either time. You need to nail these concepts down (gay, lesbian, TG, TS). 

(RWM: Good point. I’m trying to clarify things a bit, as I don’t think the writing will be too confusing to the general reader; but I will rely on a citation to this dialog we hope to place on the web, for the more interested reader.)

Homosexual and gay. The degree to which a homosexual becomes “gay” or a member of the GLBT community is certainly explained by social reinforcement and Skinner’s concept of the verbal community. Being gay is an identity thing; lots of Americans are very identity-oriented in their politics and lifestyles. In most modern cultural circles, the notion of America as a “melting pot” has given way to the notion of a “salad bowl,” filled with lots of distinctive subgroups intermingling with each other. 

RWM: I love your salad bowl concept.

As such, there is a gay lifestyle and identity that is socially reinforced behavior, and a homosexual may be more or less gay depending upon his history and circumstances. That is not to say that sexual orientation itself is learned behavior. I am saying that becoming gay or lesbian is a set of repertoires of acting, thinking, speaking, and so on that are learned.

RWM: Kent, is this your terminology: Male and female homosexuals, are gay or lesbian if they have come out of the closet in their own heads, that lesbian is the female equivalent of gay. That you would not talk about a gay female?

Sexual orientation vs. gender (romantic) attraction. What’s the sex of a vibrator? It’s who’s wielding it that counts. Our romantic, socially intimate, attractions are the key features of “sexual orientation,” not sexual stimulation (that’s universal and genetic). I prefer to talk about romantic attraction (orientation).

Finally, and perhaps most importantly, you need to distinguish between homosexuality/sexual orientation issues AND transgender/transsexual issues in your Bobbie example. You blur the two features together, which will be misleading to students who have not had much exposure to gays and lesbians. 

RWM: Yes, I’ll try to straighten this out. But I need to get straight on it first. Is this it?

A homosexual is someone (either male or female) who prefers someone of their same biological sex as their source of sexual stimulation. A homosexual may or may not prefer to behave in the style typical of people of the opposite biological sex.

A transsexual or transgender person is someone who prefers a heterosexual person of their same biological sex as their source of sexual stimulation.  A transsexual or transgender person prefers to behave in the style typical of people of the opposite biological sex.

Nature or Nurture?

The psychoanalysts first put forward the position that sexual orientation is learned. Behaviorists tend to be among the severest critics of psychoanalytic theory, but that’s usually about their overuse of metaphor and mentalistic concepts, and expansive view if the mind, as opposed to a parsimonious explanation derived from measurement experimentation. In fact, behaviorists agree with many of the basic phenomena noticed by psychoanalysts, they just describe them differently. 

RWM: I agree 100%.

It is easy to translate psychoanalytic concepts into behavioreese. When I taught Intro Psych, I used to ask the students to write translations of Freud’s defense mechanisms, and so on. It was easy because the overlap between psychoanalysis and behavior analysis is at least tri-fold: they are motivation based, they do not require awareness to work, and they are experience-based. 

RWM: I agree 100%.

Your notion of “preschool fatality” is very psychoanalytic in this sense. 

RWM: I agree 100%.

However, enlightened behaviorists these days try very hard not to express their explanations in a pathological context, which is another way that behaviorists are very different from psychoanalysts. Your text does very well in this regard.

RWM: Thanks.

Simon LeVay, 1996, distills a lot of the research I review below, in a book, “Queer Science.” In some cases I have lifted whole sentences and phrases and put them in here, not in the interests of plagiary, but to accelerate my writing this review.  

The “scientific” (vs. psychoanalytic) position that sexual orientation is learned was first described in the 60s’s by Wainwright Churchill (1967) and others. The anthropology of Churchill’s theory was that a person’s sexual orientation depended on the sex of the first person with whom he or she first had sexual contact to orgasm. 

RWM: I think that’s much to simplistic and, in fact, rarely the case.

If that person was heterosexual, then heterosexuality was reinforced; if of the same sex, then homosexuality was reinforced. Conversely, an early sexual contact that was painful or frightening would be negatively reinforced. Of course, the sex of one’s initial partner must be the most salient characteristic; “otherwise one might end up always dating taxi drivers or never having sex with people in jeans.” (LeVay, 1996) 

There are many problems with Churchill’s position, i.e., anthropology. For example, many gays and lesbians end up with a sexual orientation different from their first encounter. I had 10 years of mediocre sex with women before I got up the awareness and nerve that I would serve myself better by having sex with men. Many gay people my age had lots of sex with women before coming out, although this is far less likely today, given the rising level of tolerance for homosexuality, and awareness of the GLBT community. It is also quite common for gays and lesbians to know that they are homosexual prior to any homosexual experience or even prior to any sexual experiences of any kind. And there are many heterosexual men and women whose first sexual contacts, often pleasurable ones at that, have been with the same sex. For example, all teenage boys of the Sambia of New Guinea engage in culturally reinforced homosexual behavior but later they become predominantly heterosexual. And don’t forget the same-sex behavior among boys and girls at segregated boarding schools. Boarding school attendance does not increase the likelihood of a homosexual orientation in adulthood (Wellings, et al, l994). 

RWM: I agree with your critique of Churchill. I think most of our sexual values and prejudices are programmed before any direct sexual encounters. We need a better analysis of how this works.

I could go on about one-trial learning not always working, competing repertoires whose eventual predominance is based upon relative proportions of reinforcement, and so on, as did many people who poked holes in these early behavioral anthropologies. In response to the criticisms of Churchill’s theory, McGuire and his colleagues (1965) said that although the initial encounter itself may not fix sexual orientation, the association is reinforced during subsequent solitary masturbation because the individual is likely to use the recollection as an aid to sexual arousal. They reported several case histories to support their theory. Their suggested treatment plan for homosexuality was to begin masturbating with homosexual fantasies and switch to a heterosexual fantasy 5 seconds prior to orgasm, by which time climax is too close to be derailed. However, McGuire et al. never reported a successful case of this plan. 

RWM: And that’s compatible with the early behavior therapy work trying to convert homosexual criminals to heterosexual criminals. But, I’ve always been a little suspicious of that work, suspecting the researcher-therapists were confusing temporary compliance with permanent adherence to a new set of values.

Your anthropology, the social reinforcement of Bobbie’s sexual orientation began with his mother-child interactions and his mother’s wishes is not specific, and I don’t blame you for not being specific. I maintain that any anthropology will be refutable. The psychoanalyst’s mumbo-jumbo about mother-child interactions is more specific and therefore full of holes. Different social learning anthropologies are a dime a dozen in the literature.   Both psychoanalytical and behavioral theories can be manipulated to accommodate almost any case history. This is the first of 3 main problems I see with your using the Barlow, et al study to support the position that sexual orientation is learned. 

(RWM: Yes, we are working at a sufficiently lose, speculative level that we can accommodate almost any scenario; but that’s true, whether we take a nature or a nurture view. I’m not sure why I was so vague on that one and have made it a little more specific, in accord with the actual case study, but I’m going to have to check it out, because I may be confusing a couple of studies.)

My second main problem is that use of the study is misleading, since it misrepresents the vast majority of data on the inquiry: it is one of only 2 or 3 reportedly successful behavioral treatment plans for sexual orientation in the literature! In my reference section below I list more than a dozen studies that failed to produce long-term effects, including 5 by a prolific author who later refuted the methodology and long-term findings of his previous “successful” research (McConaghy). {I have taken the liberty of discounting “successful” research by Feldman, and also by Owensby, on prison “patients” who were “cured.” I suspect the prisoners simply lied about becoming heterosexual, with the motivation of avoiding or leaving incarceration. (It takes a lot for me to be cynical.) This is corroborated by a second Owensby prison study that showed none of the treated men becoming heterosexual.

(RWM: I agree.)    

I heard you speak of John Money at CalABA 2 years ago. Do you know that he thought gender was due to imprinting in the first 2 years of human life? He drew this inference from a study of intersexes babies—babies who had ambiguous genitalia because of hormone problems during fetal life. The babies adopted the gender of whatever sex they were treated as during the first 2 years of life, but became fixed thereafter. Differential social reinforcement seems a much better “learning” explanation than imprinting.

(RWM: The fact that he was confused, as are most non-behaviorists, about the mechanism of imprinting does not belie his findings re pre-school fatalism.)

Money’s student, Richard Green, wrote a book in 1974, “Sexual Identity Conflict in Children and Adults.” In it he told parents how they encourage their sons’ femininity and discourage their masculinity, and told mothers to get out of the way. Feminine kids don’t need their mothers around, he said. It was Green who started the whole idea that feminine boys would become “transsexuals,” something that happened to only one of them. Undoubtedly, Barlow was influenced by Green’s idea. Green in fact referred one concerned parent to a behavioral treatment program at UCLA.   

 The program was run by a student of Ivar Lovaas’s, George Rekers. He reported a study involving the boy that Green referred in JABA in 1974. The boy in the study became the Skinner-behaviorists’ poster boy in the treatment of femininity in boys; later the study became our nemesis. This study was part of the body of literature that includes your centerpiece Barlow et al. study. 

Specifically, by age 2, “Kyle” was playing with dolls, and sometimes said he wanted to be a girl and become a mother when he grew up. “Kyle” was 4 years old when treatment began. Rekers & Lovaas used task analysis and differential reinforcement to teach masculine behavior, as Barlow did. They also put him in a token economy, which reinforced masculine behavior, provided response cost, time out, and/or punishment (spanking) for feminine behavior. 

While we don’t know “whatever happened to Bobbie,” we do know what happened to “Kyle.” About 13 years after the start of Kyle’s treatment, Green interviewed Kyle, then 18 y.o. Here is a summary of what Green found out, reported in LeVay, 1996, p. 101:

“But when Green interviewed Kyle himself at age 18, a very different picture emerged. He complained that he was unable to make friends because of an overwhelming fear of appearing feminine. Under lengthy questioning, Kyle conceded that he was predominantly homosexual but was deeply conflicted about it. In his first and only homosexual experience, he fellated a stranger in a toilet, apparently through a “glory hole.” Thus he was not required to reveal himself as gay even to his sex partner. Soon after his experience he attempted suicide. He believed homosexuality was sinful and attributed his own homosexuality mainly to a lack of affection from his father. “Because when you are a child,” he said, “I think you copy what you see. And I didn’t have any strong male influence.” He expressed gratitude that Reker’s treatment had at least saved him from becoming 100% homosexual. A less charitable interpretation would be that the treatment did nothing but instill Kyle with an incapacitating fear of revealing his femininity, a fear that remained with him through adolescence and also affected his emerging homosexuality. 

RWM: I agree with Kent’s less charitable interpretation. Unfortunately, Reker left Kyle hanging in no-man’s land. Speculations are cheap, but that’s all we’ve got. My interpretation would be this: In spite of Dad’s homophobia, the contingencies that generated Kyle’s effeminate behavior remained in place, and Kyle did not acquire a sufficiently strong masculine/hetero repertoire and set of values to counteract this. Also, there’s no fruit as sweet as the forbidden fruit, etc.

Furthermore, Lovaas bailed out of this research area, right after that study, as I understand it, because of GLBT pressure. If he’d bailed out on autism after his first study, we’d make an analogous conclusion to the one LeVay seems to be making, namely that autism is an unchangeable, biologically programmed characteristic. Fortunately, Lovaas didn’t bail out on autism.  

In fact, according to Green’s figures, 9 out of 12 gender-nonconformist boys who were subjected to behavior modification treatment became gay or bisexual adults—no different than what was seen in the (gender nonconformist) boys who were not subjected to the treatment.”

RWM: Yes, I have little faith in the power of “traditional” behavior mod (or psychology, for that matter) to do much of anything of enduring value, especially in the battle against pre-school fatalism. That is why I am tentatively impressed with Barlow’s work with Bobbie and Lovaas’ work with autistic children.

No one—Rekers, Lovaas, Green—reported this follow-up in JABA or the Journal of Abnormal Child Psychiatry, the 2 places where this research was published. So how do we know that Bobbie didn’t turn out similarly? I think the Barlow study—the centerpiece for your learning theory of sexual orientation—offers very questionable support for your position. 

RWM:  Yes, I agree. I would not be at all surprised if Bobbie didn’t turn out like Kyle, in the end. I’m impressed that Barlow had as much success as he did, even though the self-report nature of some of that success also leave it less convincing than it might be. 

One of the things I like about the Barlow study is that illustrates the need for a painstakingly thorough analysis of the component repertoires and values and a highly intense level of intervention, all ala Lovaas, if we are to have any success at all, and not the one hour a week deal traditional clinical and behavior-analytic interventions provide.

As for our use of it in the text, it not only illustrates the need for a multi-facetted intervention but also raise the issue of biological determinism.

But, I need to make this clearer in the book. (Think I just did.)

There is also a poster-girl story that John Money reports in his 1972 book with Anke Ehrhardt, Man and Woman, Boy and Girl. The illustration is as much a support of a hormonal theory as a learning theory, because as a baby the boy had a sex change operation to become a girl. And as in the poster-boy story, an interview much later reveals she had reverted to boy behavior (and anatomy!), married and had children. If you’d like me to detail this story, let me know. What it tells me is that even when anatomy, postnatal hormones, and social reinforcement try to buck prenatal events, they fail.

(RWM: Yes, Money’s intervention was impressively naïve, and short sighted. He put much more faith in the power of cutting a guy’s dingy off and hormone injections than would seem advisable.)

The whole area of learning and homosexuality research seems riddled with speculative anthropology and hardly any outcomes that are clearly due to social reinforcement and/or aversive control.   

(RWM: Yes, but I also think hardly any outcomes that are clearly due to biological determinism.)

Green has since shifted to a more centrist position, as has Money, both claiming that homosexuality is “possibly genetic and hormonal, but juvenile sexual rehearsal play is particularly important.”

(RWM: Yes, and Lovaas is copping out to biological determinism also.)

Incidentally, I learned 2 other irritating things. First, Rekers was a homophobe who wrote a 1982 book, “Shaping Your Child’s Sexual Identity,” in which he described homosexuality as a “promiscuous and perverted sexual behavior,” and he bemoaned the fact that “homosexuality has been sold to the unwary public as a right between consenting adults.” 

(RWM: At least, he was consistent.)

Second, the Mormon Church got involved in all this feminine boys research in the 70’s at Brigham Young University. They used aversive control in their psychology clinic, treating terrorized students and doing dissertations (e.g., McBride, below). One student describes the terrorizing process and treatment plan, including a confession by one of the clinics professors who saw that the treatments were not working, but kept it quiet (lied) because he felt compelled to support the official church position (Harryman). Other unethical practices are reported in Katz, reference below, but let me not get too worked up about this or take us off the track of science and into immoral engineering.          

(RWM: At least, they are consistent. I wonder if they used any of these techniques to force 15-year-old girls into blissful existence in bigamous harems.)

My third main problem with using the Barlow study to justify the reinforcement basis of sexual orientation is that demonstration of behavior modification does not explain the origins of a behavior being modified, only that it can be modified. 

(RWM: Yes, and almost all the autism behaviorists are taking the same position: Even though we can successfully “normalize” a reasonable percentage of autistic kids, we still maintain our culturally-ingrained  preference for blaming it on the gene. My view is that, though successful behavior modification doesn’t prove a behavioral etiology, it sure as hell raises that possibility to the forefront, making it something not to be so lightly dismissed.)

Although not in the category of no possibility, a la the Bailey’s pigs, I believe the research I reviewed supports the view that “modification” is probably temporary, and “learning”—a relatively permanent change in behavior, does not occur. However, the failure of behavior treatments in adult homosexuality does not prove that sexual orientation is inborn either. 

(RWM: Good. I, of course, agree. I suspect that for such interventions to be successful, they will require much more intensity and thoroughness and thoughtfulness than has occurred. And especially, the intervention needs to be at least preschool, if not earlier.)

As you might say, it just is.

Lastly, a personal problem, more with your storyline than with the Barlow study. I dislike doctor interventions such as the suggestion that Bobbie go through behavior modification (p.2, col.2). It is intrusive and in this case conservative, “safe” as you called it (p. 128), heterosexist or at least conventional establishment bound.  

If Sid decided not to help, Bobbie may have encountered a verbal community or 2 that positively reinforced his behavior. The solution to Bobbie’s problems is a positively reinforcing verbal community, not behavior modification. To me, this is behavior modification “over the boundary.” There’s a time and a place and this ain’t it.

RWM: Well, I consider sexuality to be a result of the contingencies and not an inherent quality. So, if Bobbie wants to change the contingencies to change his sexuality, I think that’s his right. On the other hand, if he would prefer to change the contingencies to support his current sexuality, that’s fine too; in which case, the simplest and most cost-effective solution might have been a bus ticket to San Francisco. Of course, another way of doing this would be to stay and fight, rather than to switch, which is what much of the gay community is now doing. I now address the move to San Francisco option at the end of Chapter 26. 

Let’s look at some other learning research. Probably the clearest body of research on sexual orientation concludes that gays and lesbians tend to be gender-nonconforming during their childhood. Bailey and Zucker reviewed 41 retrospective studies that surveyed gay and lesbian adults. In comparison to heterosexual controls, gays and lesbians as children reported that they engaged or did not engage in the following 7 areas of gender nonconforming behaviors: participation in rough-and-tumble play, competitive athletics, or aggression; toy and activity preference; imagined roles and careers (significant differences for men only); cross-dressing; preference for same or opposite sex playmates; social reputation as “sissy” or “tomboy;” and gender identity.

Richard Green, the student of John Money that I discussed above, followed gender nonconforming children into adulthood and found that 4/5 of the markedly effeminate boys became rather conventional homosexual or bisexual men, one boy became a transsexual, and the remainder became heterosexual. Since they were only 18 y.o. at the time of the final interview, it’s possible that there was still more “coming out” around the corner. In the control group, none became homosexual, and one became bisexual. These data question any assertion that homosexuality is due to sexual experiences at puberty or later, or to other learning processes in adulthood.

RWM: Yes, I think our sexuality is so wired by preschool time that it is almost unchangeable thereafter, for better or worse.  By the way, my notion of preschool fatalism is an empirical one, not a theoretical one; I’m not able to predict in advance what classes of values and repertoires are subject to preschool fatalism and what are not.

And, another by the way, I would think the GLBT community would be a little uncomfortable with the notion that it’s almost fairly safe to put homosexual labels on a preschooler, just because they are either effeminate or tomboyish. On the other hand, I can imagine them arguing, but not too loudly that this finding is good, so that we can start at a preschool level helping the children adjust to there homosexuality, though only they and the scientists realize that these latents are reliably heading down or  up that path.

In sum, adult homosexuality is indeed often preceded by childhood gender nonconformity, but it is not as causal chain in the way Money, Green and Rekers had thought. Rather, childhood gender nonconformity and adult homosexuality may independently develop from some common prior cause. 

(RWM: Or they may both result from the same set of preschool contingencies and pairings.)

Behavior analysis can account for the particular repertoires that we develop to play out our sexual orientation. Our GLBT identity (a verbal repertoire), particular sexual behaviors, sexual behavior preferences, and the reinforcing values of stimuli in our lives that are correlated with our sexual practices are learned through social reinforcement {with limitations based upon our morphological characteristics (size, weight, sensory strengths and weaknesses, etc) duly noted}. 

(RWM: Cool.)

However, I believe there is substantive research to suggest that prenatal influences, genes and hormones and their interactions in particular, largely account for our sexual orientation.   

(RWM: Kent, I’m glad to see you breaking down the various components of “sexuality,” much as we did in the book and in the slide show. But I’m not sure I understand what you mean by “sexual orientation.” Earlier, you said:

“Sexual orientation vs. gender (romantic) attraction. What’s the sex of a vibrator? It’s who’s wielding it that counts. Our romantic, socially intimate, attractions are the key features of “sexual orientation,””

From your view, Kent, is the whole issue (or at least the hormonal/genetic issue) whose hand is on the vibrator? If so, what defines the sex of the who whose hand is on the vibrator? Are you saying the heterosexual male has been hormonally/genetically wired to fall in love with the hand that’s on the vibrator, if and only if that hand is connected to a 5’4” blond with, size D breasts, mascara, long red finger nails, long-dangly earrings, long flowing hair, bright red lips, and high-heeled shoes? 

Here’s my point: There is an extremely wide range of visual-stimulus configurations that constitutes an appropriate love object for a male heterosexual. That range is so wide that I think it must be impossible for our hormonal/genetic pre-wiring to have prepared us for it. What do you think?

In fact, the only human form that I can think of that might not be an appropriate love object for a male heterosexual would be one that had a six-inch appendage dangling from just below it’s waste. But I would also think it unlikely that our hormonal/genetic makeup pre-wired male heterosexuals to find it impossible to romantically love any human who had one. What do you think? 

And, if the male heterosexual penis phobia is biologically wired, would a little surgery do the trick? What do you think?

Now, a brief synopses of research in biology and development, and some thoughts of Iz Goldiamond. 

Research on the brain

Different regions in the hypothalamus, which plays an important role in sexual life, play a role in male-typical and female-typical sexual behavior. The region that contributes to female-typical behavior, the ventro-medial nucleus, is developed to a lesser degree in homo than het men. One hypothalamus nucleus in particular, INAH3, is larger in men than women, and larger in hets than homo men. 

RWM: Well, maybe; but this sort of research has proven to be so unreliable and difficult to replicate that I am not too easily persuaded.

Researchers say that these findings strengthen the notion that the development of sexual orientation, at least in men, is closely tied with prenatal sexual differentiation. 

RWM: On the other hand, if these brain structures are correlated with physical appearance, then maybe. But, of course, that would not then rule out a learning interpretation. 

However, since these measurements were taken on adults who had already been sexually active for a number of years, there is the possibility that the structural differences are actually the RESULT of differences in sexual behavior. The use it or lose it principle. 

RWM: Well, I’m equally skeptical that whether a person spends most of their time in the kitchen cooking meals or in the garage repairing automobiles will have a significant impact on the size of the ventro-medial nucleus.) What do you think?

No data available on neuroanatomical differences at birth. Also differences in hypo, even at birth, might come from genetic differences. The anterior commisure is larger in women than men, and larger in gay men than hets. No conclusive evidence can be drawn from these correlations between morphological differences and sexual orientation. 

Research on repertoire correlations and development homo, het part of a package of sex a-typical or sex-typical repertoires. 

This line of research rests conceptually on a gender-shift theory of sexual orientation. Some sex-typical repertoires: men better than women on spatial tasks, mathematical reasoning, geometry; men more aggressive, criminally violent, and desire a greater number of different sex partners than women. Het/homo differences? Very inconclusive, one study shows het men better at throwing a ball at a target, even stat controlling for sports experience. 1 study shows gay men outperforming het men and women in verbal IQ, although, like reported handedness differences, results are inconsistent across studies. Gay men are less physically aggressive than het men, but similar in verbal aggressiveness and competitiveness. Gay men have more sex partners than het men but that’s because, unlike het men, they are not constrained by the unwillingness of women to have sex with them. So, some data support the idea that homosexuality is part of a package of gender-likely repertoires, but there’s a lot of sex-typical and sex-atypical behavioral mixing that give gays and lesbians some claim to be a third sex, or better, a third gender. This research does not distinguish between gender repertoires as a function of prenatal programs of brain differentiation, social reinforcement and learning, and the subtle interactions between the 2. Also, no cross-cultural validity in this research. Also, lumping all gay styles together (str8-acting to queeny) and all lesbian styles together ( butch to femme) is a bit absurd.     

(RWM: Yes.)

Research on stress and homosexuality

Some evidence that prenatal stress in mom influences sexual receptivity and behavior in rats. No evidence in humans. Endocrinological responses to stress in rats and humans probably not homologous. 

Same sex behavior in nonhuman animals (ethology)

I have a book in my house, a sort of “coffee table” book that intrigues most of the people who pick it up while they are visiting. It is called “Biological Exuberance: Animal Homosexuality and Natural Diversity,” by Bruce Bagemihl. It is very thick, 750 pages long, and has lots of pictures and descriptions of sexual practices of a hundred or so species.

Interactions between prenatal and social program contingencies (Goldiamond)

Do you define one’s “true nature” by the social program or the induction (physiological pattern) of the organism that enters the program?

Same social program could produce different outcomes depending upon entering organism:

2 different inductions given the same social program may result in different outcomes.

2 same inductions given different programs may result in different outcomes.

2 same inductions given same program result in same outcome.

2 different inductions given different programs may result in same outcomes.

See Iz Goldiamond’s paper, “Behavioral Approaches and Liason Psychiatry” in Psychiatric Clinics of North America, 2, 2, 1979. The reference is so obscure that I’ll send you the paper if you’d like it. It’s a terrific conceptual paper, including 4 types of behavior-organic relations, linear vs. nonlinear analysis and topical vs. systemic interventions. 

Who cares about research in homosexuality?

Research in homosexuality is needed to define the specific aspects of gender attraction (sexual orientation) that account for what gays and lesbians have generally believed about themselves: that their particular gender attraction is a central, defining aspect of their identity/class, a la race, ethnicity, sex, and so on. The research will also undoubtedly help make progress toward equality. 

(RWM: My interest is a little broader. I am interested in sexuality or gender in general, not just homosexuality. But, even more general than that, I am interested in how our early history affects our later behavior and values, not just with regard to sexual prejudice, but also class, race, and ethnic prejudices and attractions, though I think prejudice may be the crucial variable that results in our not being a bisexual species.

Incidentally, or maybe not incidentally, those defending the status quo frequently justifying the status quo in terms of biological determinism, in other words, the status quo is the way God and nature meant it to be (e.g., we are biologically programmed not to find people of other races, especially with other skin colors, romantically attractive, which, in nature’s wisdom, prevents miscegenation; colored people are inherently ignorant, lazy and shiftless and should therefore be confined to menial jobs; and women are inherently, genetically programmed to serve men and to serve only a cheer-leading function in inter-mural athletics). Now, ironically, the GLBT community seems to be using biological determinism to justify the status quo of their own sexual orientations and with much more emotional commitment to the correctness of that theoretical view than would seem to be the case if they were dispassionate seekers of truth. What do you think?)

Some Recommendations

1. Clear up the distinctions among TG, TS, transvestites, and the issue of orientation as relating to romantic or intimate attraction to a certain gender, not really sexual stimulation.

(RWM: Kent, again, I’m not sure I know what you mean by “orientation,” or “romantic or intimate attraction.” Do you mean the sex of the person whose hand is on the vibrator determines whether or not that experience is reinforcing? In any event, I’ve tried for the 5th edition.

Incidentally, speaking of whose hand is on the vibrator, a few years ago, there was a passing fashion in men’s barbershops for the barber to give the customer a scalp, neck, and shoulder massage, usually with an electric palm-fitting vibrator, as a precursor to the hair cut. Well, it’s a rarely admitted scientific fact that the scalp, neck, and shoulders is one of our erogenous zones. And I always found this stimulation to be physically reinforcing but spiritually aversive; however, I could completely abandon myself to physical gratification when a female barber provided the “innocent” massage.)

2. Present the main point: We are born with the capacity to be reinforced by sexual stimulation, and when all of our sensory system is at play, we are reinforced by sexual stimulation from a person of a specific gender or sex (heterosexuality and homosexuality), or from both sexes (bisexuality).

(RWM: Yes, that is a crucial point.)

3. Keep the Barlow study, if you want, but 

• express the limitations: no long-term effects, and so on, as I describe above

(RWM: Yes, good; I think it’s covered now.)

• use it in a discussion of the distinctions between engineering (applied behavior analysis) and etiology (origins and history) 

(RWM: Yes, good; I hit on that a little now.)

4. Talk about the GLBT community and its values: a changed culture that reinforces, or at least does not either punish or poke aversives at, alternative gender attraction, orientation, and sexual behavior. This brief but important discussion will at least balance your presentation that one must change to fit the societal contingencies or certain doom and gloom will follow, i.e., suicidal-Bobbie’s story.

 (RWM: Excellent. I’m at least giving it a nod, plus a reference to the web listing of this review, along with my commentary and any more you wish to add.)

5. Present a brief statement of the state of research knowledge on sexual orientation, including learning, hormones, and genes, and widespread occurrence in the animal kingdom. 

(RWM: I do a little of this, but maybe I could do a little more, but probably not in the 5th edition. Again, I will settle for this web reference, for now.)

6. Talk about prenatal and environmental influences in a 2 x 2 matrix, ala Goldiamond. 

(RWM: I think that’s taking us further than most of my readers are prepared to go. Maybe not.)

7. Distinguish between homosexuality/sexual orientation issues AND transgender/transsexual issues in your Bobbie example. You blur the two features together, which will be misleading to students who have not had much exposure to gays and lesbians.  

(RWM: Not bad, but I may have to talk with you more about this.)

Coming this week

Hormones and genes review

Final thoughts on pp. 426-9

Final recommendations

References

(RWM: Wonderful. I look forward to the comings of this week and certainly appreciate the intelligent, well-informed, open thought you’ve put into this. Thank you very much.—Dick)

Chapter 27
Maintenance

Maintenance of Interventions

From Nadia Mullen.

Dear Dr. Malott

I am writing in reference to your articles “Improving Attendance at Work in a Volunteer Food Cooperative with a Token Economy” which was published in the Journal of Organizational Behavior Management in 1977, “The Effects of Modeling and Immediate and Delayed Feedback in Staff Training” published in 1980, “The Structured Meeting System: A Procedure for Improving the Completion of Nonrecurring Tasks” published in 1982, and “A Comparison of Behavioral Incentive Systems in a Job Search Program” published in 1983.

I am currently doing my Masters degree and am studying the failure of organizations to implement successful interventions.

Dick Malott: Excellent topic. Serious problem.

Nadia Mullen: In each of your studies the intervention appeared to be successful. I would like to know if the volunteer food cooperative in the first study,

Dick Malott: No. We did a follow-up dissertation and another MA thesis there. They all worked well. The researchers were also the managers of the co-op. As long as they were there, the systems stayed in place, more or less. But when they left, it became history.

Nadia Mullen: the training program in the second study,

Dick Malott: Like almost all MA theses and Ph.D. dissertations conducted in organizations other than those controlled by the student’s advisor, the intervention falls apart, as soon as the student leaves and before the student gotten through the graduation commencement ceremony.

Nadia Mullen: the psychology program in the third study,

Dick Malott: Yes, sort of; this research was done in my system, and we use much the same staff-management technology now as studied in that experiment, though sometimes much less formal. We would do well to reread the study and consider tightening up our procedures. Thanks for the prompt. 

Nadia Mullen: and the job search program in the fourth study continued using each of the interventions following the conclusion of your studies.

Dick Malott: Same deal as the training program. History. In fact, I was about to deny that I had been involved in a couple of those studies until I thought about it a bit more. Faded history.

Nadia Mullen: If the interventions were maintained, what characteristics of each study and intervention do you believe helped the interventions to be implemented?

Dick Malott: The one that survived, though only roughly, was one conducted within my system (organization). But even there, I have trouble keeping procedures resulting from theses and dissertations in place, after the original researcher has left. Organizations have a very short memory. Good procedures easily fall through the cracks. And furthermore, it’s hard for the left hand to know what the right hand is doing; I can have a good system going in my Psy. 460 course and my Psy. 360 doesn’t know about it or doesn’t implement it. So periodically, I have systems coordinating meetings with my course managers to make sure we’re sharing technology and procedures. And even then we have to set up performance-management contingencies to make sure that the managers implement the procedures they have learned about. 

Nadia Mullen: If the interventions were not maintained, what characteristics of each study and intervention do you believe deterred the organizations from implementing these successful interventions?

Dick Malott: Most successful behavioral systems are very effortful. Furthermore, the daily outcomes of implementing those systems are usually small, though they may be of great cumulative significance. So we can wait one more day before implementing them, then another day, etc. In fact, in Barb Fulton’s research, mentioned above, we found if the assistant didn’t do a task within a week of its assignment, it was almost never done. Nothing is ever automatic. Never trust autopilot. And nothing’s easy. I even have trouble keeping my own self-management systems in place in my own private/public life, though I know they work. Wise are the moral degenerate who realize they are moral degenerates and therefore hire performance-management experts to help them avoid sinking into complete Web-surfing degeneracy.

Nadia Mullen: I would also appreciate any other ideas or comments as to why you believe successful interventions are/are not maintained.

Dick Malott: Perhaps every organization needs someone whose job it is to make sure that technology is maintained and doesn’t fall through the cracks. It sure ain’t easy.

Nadia Mullen: Thank you for your time.

Dick Malott: My pleasure. I’m counting this as part of my writing time for the day, and this is easier to do than my regular writing (am I being sleazy?). By the way, I think this issue is so important that I’m taking the liberty of posting it on our Web site and mailing it to my e-mail list. And, Nadia, please keep me posted on your research.
Chapter 28. Transfer

The Confusion
I’ve pulled this out of EPB Ch 28. It was there because of a confusion between maintenance of a high frequency of behavior after training and the maintenance of a skill which has not been practiced for some time, or what is needed to maintain a skill.

THE MAINTENANCE OF BEHAVIOR

PERFORMANCE AND LEARNING PROBLEMS AREN’T THE SAME

Behavior analysts often need to get behavior to occur where none exists. But it helps to know why there’s no behavior. Is it that the person has not learned the behavior? Or is it that the person has learned the behavior, but the contingencies of reinforcement are not supporting that behavior? In other words, is it a can’t do or a won’t do problem? Is it a skill problem or a performance problem?

Behavior analysts usually don’t distinguish between can’t do and won’t do problems when discussing maintenance; but the distinction might help. Here’s an example: Once you’ve learned to roller-skate, you’ve got it more or less for life. You’ve learned the skill; you can do it. 

WE OFTEN RETAIN MOTOR SKILLS WITHOUT PRACTICE

Nonetheless, you don’t see many adults roller skating around the block. The adult has the skill, can do it; but the contingencies of reinforcement no longer maintain the behavior. We maintain the skill, but we don’t maintain the performance of the skill, doing the behavior.

Recall Jungle Jim and the monkey bars. The maintenance question with Jim was whether the natural reinforcers would form a behavior trap that maintained his doing the behavior, his performance of that behavior. It wasn’t so much a question of whether he could still climb the bars, whether he had maintained his skills. (By “motor skills,” we mean skills involving the large muscle groups in the fingers, arms, and legs, not so much the small muscles involved in talking.)

WE OFTEN FAIL TO RETAIN VERBAL SKILLS WITHOUT PRACTICE 

Sometimes we may need to maintain the performance to maintain the skills. For example, by this time you’ve acquired some skill in behavior analysis (you have a good behavior analysis repertoire). Unfortunately, verbal skills of this sort don’t maintain as readily as motor skills like roller skating. So if the contingencies of reinforcement in your life don’t maintain your performance of your behavior analysis repertoire, you’ll lose most of the skills. This is true of much of the verbal skills or verbal repertoire you acquire in all your academic courses. In these cases the old saying applies: Use it or lose it.

Earlier in this chapter we pointed out that the automatic contingencies maintained Dicky’s wearing his glasses. And other behavior modification contingencies, as well as the automatic contingencies of his environment, maintained Dicky’s verbal performance, with the result that he not only maintained those skills but also improved them. Sad to say, many children with such serius problems that they’re labeled autistic don’t end in planned performance-maintenance programs. So their performance falls off, and then they lose the skills. Without planned support programs, they regress nearly to their low baseline level.

WHY DON’T WE MAINTAIN OUR VERBAL SKILLS?

Our failure to maintain unused verbal skills is probably due to what learning psychologists call retroactive interference. For example, you old boyfriend’s phone number was 372-2435; and your new boyfriend’s number is 372-1796. You don’t need to invoke passive aggression to explain your no longer maintaining your old boyfriend’s number in your repertoire. The SD 372 is now the stimulus in the presence of which 1796 will be reinforced, not 2435. So 2435 falls out of your repertoire. 

This is retroactive interference in the sense that what you learn later interferes with what you had learned earlier. “Forgetting” verbal responses in real life may be more subtle and more complex but still might be explained in terms of this simple mechanism of retroactive interference.

QUESTIONS

1.What’s the difference between can’t do and won’t do problems (performance and learning problems)?¹ 

2.Give an example of the failure of maintenance of verbal skills, and explain it from the point of view of this chapter.

3.Give an example of the maintenance of motor skills, and explain it from the point of view of this chapter.

4.Can you get retroactive interference with motor skills?
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