Chapter 2

-P.17 

-explain story about Juke’s grandfather:



-What type of procedure used?  REINFORCEMENT




-behavior?




-reinforcers?

-P.18


-Describe the generic reinforcement contingency:



-results in?

-P.18

-What does response contingent mean?  CAUSED BY/PRODUCED BY THE

  RESPONSE

-What does contingent mean?  DEPENDENT ON 
-(P. 20 for more info. on reinforcement contingency etc.)
-P.21


-What does noncontingent mean?  INDEPENDENT OF THE RESPONSE; NOT

 DEPENDENT ON ANYTHING

-P.18


-How immediate is immediate?  0-60 SECONDS



-BECAUSE AS THE DELAY BETWEEN THE REPONSE AND THE

 OUTCOME INCREASES THERE IS A RAPID DECREASE IN THE

 EFFECTIVENESS OF THE REINFORCER.

-P.22

-Explain the environmental-quality general rule:  YOU CAN INCREASE THE

 FREQUENCY OF ENTERING A SETTING BY PUTTING MORE

 REINFORCERS IN THAT SETTING, BUT YOU WILL HAVE TO MAKE

 SOME REINFORCERS CONTINGENT ON PRODUCTIVE BEHAVIOR IF

 YOU WANT TO INCREASE PRODUCTIVITY IN THAT SETTING



-You must have reinforcers contingent on the behavior you want to 

increase!

-P.23

-Does a reinforcer follow or precede behavior in order to be effective?  FOLLOW

-P.23

-Explain the term bribery, according to this book:  BRIBERY IS THE USE OF A

 REINFORCER, OFTEN GIVEN IN ADVANCE, FOR THE PERFORMANCE

 OF AN ILLEGAL OR IMMORAL ACT.


-Are bribery and reinforcement the same thing?

-What makes it different from reinforcement?

-P.24

-Describe the bubblegum example; what was the procedure, behavior, reinforcer?


REINFORCEMENT, BOWEL MOVEMENTS, GUM.

-P.25

-Typically, does poverty affect language skills?  YES
-P. 27

-What is a skinner box?  A TEST CHAMBER WITH A RESPONSE DEVICE

 AND A SOURCE OF REINFORCERS.


-gives us a simple situation where we can look at the basic principles of

 behavior.

-P.30

-Medical Model Myth, Discuss:  SOME BELIEVE THAT PROBLEM

BEHAVIOR IS USUSALLY A SYMPTOM OF AN UNDERLYING PSYCHOLOGICAL PROBLEM RATHER THAN THE PROBLEM ITSELF…



-why don’t behavior analysts take this approach, what does it fail to

 account for?

-the behavior itself

-usually the behavioral interpretation is more accurate and will help us intervene to better effect.



-the medical model invents fictional cause, and the behavioral model

 addresses actual cause.
-P.34

-Do we reinforce people or behavior?  BEHAVIOR

-P. 35


-Difference between reinforcer or reinforcement:  REINFORCEMENT REFERS
 TO THE WHOLE PROCESS, AND REINFORCER REFERS TO ONE
 COMPONENT IN THAT PROCESS.
Chapter 3

-P.36


-Describe the example involving the veteran:  

-What procedure was used?  ESCAPE CONTINGENCY

-What was the behavior of interest (escape response)?  ED MOVED HIS LEG

-What was the aversive condition?  SHOCK

-Response frequency?  INCREASED



-Provide contingency diagram for this example:

-P.37


-What is the difference between a reinforcer (positive) and an aversive condition? 

 AVERSIVE CONDITION IS TERMINATED CONTINGENT UPON A

 RESPONSE AND A REINFORCER IS PRESENTED CONTINGENT UPON A

 RESPONSE  



-minimize contact with aversive conditions by making responses that have

 escaped that aversive condition in the past.

-P.37


-Name some aversive stimuli that, fortunately for our survival/health, we tend to

 minimize contact with:  HIGH AND LOW TEMPS, BRIGHT LIGHTS, LOUND

 NOISES, PAINFUL STIMULI, AND SPOILED FOOD.

-P.38


-True or False?  It is ok to use the term adversive?  F  



-correct pronunciation?

-P. 38

-T/F :  An escape contingency is a type of reinforcement contingency that decreases the frequency of behavior?  FALSE, INCREASES RESPONSE FREQUENCY.

-P.38


-Give an example of each type of reinforcement contingency using temperature…



-ESCAPE AVERSIVE HEAT



-REINFORCER IS PRESENTATION OF COOL AIR >DIAGRAMS.

-P.40


-Contingency Table:  Explain… and the Tree diagram:

-P.45

-Describe the example involving Jimmy the autistic child:  Provide the inappropriate natural contingency.

-Explain how they use a DRA procedure with Jimmy:  ONLY WHEN JIMMY MAKES A MORE APPROPRIATE ALTERNATIVE RESPONSE (ASKING “AM I DOING GOOD WORK?”) WILL THEY PROVIDE THE REINFORCERS OF APPROVAL AND AFFECTION.

-Provide the performance management contingency:



-DRA decreases frequency of disruption and will increase the frequency of

 asking “Am I doing good work.”

-The before and after conditions are the same, except you are replacing the inappropriate response with an appropriate response.



-Same for example that involves escape.

-P.52


-Sick Social Cycle: Victim’s Escape Model



-transparency example



-book example with Rod and Dawn




-Perpetrator (top diagram)

-Escape/reinforcement:  both cases perpetrators aversive behavior is reinforced.




-Victim (bottom diagram)

-Escape contingency: victim’s inappropriate escape behavior is reinforced.

-P.53

-Does the dead-man test apply to the before and after conditions of a contingency?  NO, IT’S OK THAT THE VICTIM IS NOT BEHAVING IN THE BEFORE CONDITION OF THE FIRST CONTINGENCY, BECAUSE THAT IS REALLY A STIMULUS CONDITION FOR THE PERPETRATOR.

-P.55


-Diagram an escape contingency example with Rudolph:



-what is the aversive condition?  SHOCK




-another term for aversive condition?  NEGATIVE REINFORCER



-What type of contingency is this?  ESCAPE CONTINGENCY

-another term for an escape contingency?  NEGATIVE REINFORCEMENT CONTINGENCY.

-Is a negative reinforcer another name for a negative reinforcement contingency?  NO

-(Remember negative reinforcer refers to the aversive condition : shock–not the condition of relief: no shock).



-Give alternate example with food, is this an escape contingency?  NO

-P.56

-Contrast psychologist with psychiatrist:  PSYCHOLOGIST has PHD and PSYCHIATRIST HAS AN MD.

-Compare the two:  BOTH DEAL WITH THE UNDERSTANDING AND IMPROVEMENT OF BEHAVIOR OR THE MIND.

-P.56


-Who is the father of behavior analysis?  B.F. SKINNER

-P.57

-The toothpaste view always distracts us from looking for the contingent presentation of reinforcers and termination of aversive conditions that actually control the behavior.

-P.57


-Go over fundamental terms chart

CHAPTER 4
-P.59


-Describe the example involving Velma and Gerri and bruxism:



-What was the intervention? PUNISHMENT PROCEDURE



-Target behavior?  TEETH GRINDING



-Aversive stimulus presented contingent on behavior?  ICE CUBE,

TOUCHING CLIENTS FACE FOR A FEW SECS. CONTINGENT ON TEETH GRINDING

-Results?  BEHAVIOR DECREASED

-P.60


-True or False?  An aversive condition is one we tend to minimize contact with?  

-If the response that produces that aversive condition occurs less frequently, we’ll minimize contact with that aversive condition.

-P.61

-Describe the use of a punishment contingency to get rid of regurgitation.  What was the intervention and what were the results?  


-provide contingency diagram

-??P.62

-What was the explanation provided as to why it was ethical to use punishment with Jack (head-banging)?  BECAUSE IT WAS SO EFFECTIVE IN GETTING RID OF THE EXTREMELY DANGEROUS BEHAVIOR AND INVOLVED ONLY A FEW MILD SHOCKS, IN COMPARISON WITH THE SEVERE DAMAGE THE SIB WAS CAUSING.

-P.62

-What explanation does the book provide for the question of what reinforces and maintains such harmful behavior like head-banging?  DIFFERENT CONTINGENCIES COULD MAINTAIN SELF-INJURIOUS BEHAVIOR, DEPENDING ON THE BEHAVIORAL HISTORY OF EACH INDIVIDUAL.  SOMETIMES IT IS ESCAPE FROM AN AVERSIVE EVENT.  OTHER TIMES IT IS AN AUTOMATIC, BUILT-IN REINFORCEMENT CONTINGENCY (SENSORY STIM.).  BUT OFTEN THE CONTINGENT PRESENTATION OF ATTENTION REINFORCES AND MAINTAINS SELF-INJURY.

-P.63

-Compare and contrast escape and punishment:  


-COMPARE:  BOTH INVOLVE AN AVERSIVE CONDITION


-CONTRAST:  ESCAPE IS A TYPE OF REINFORCEMENT

CONTINGENCY AND THUS MAKES A RESPONSE OCCUR MORE FREQUENTLY; AND REMOVE AVERSIVE COND.   BUT PUNISHMENT MAKES A RESPONSE OCCUR LESS FREQUENTLY; AND PRESENT AVERSIVE CONDITION.

-OAPs:  who can provide an original example that involves the same scenario to demonstrate the difference between the two?

-P.67

-Diagram the punishment contingency used for getting rid of a child’s nighttime visits:  Also provide the inappropriate natural contingency that is maintaining this response.

-REMEMBER: that whenever a punishment contingency is in effect, there is also a concurrent reinforcement contingency which is maintaining that undesired behavior! 

-P.73 

- WHY?

- If there is no reinforcement contingency and never has been one, then there would be no response for the punishment contingency to punish.

-P.69

-Define overcorrection and provide an example:  ANN TRASHING THE INSTITUTION AND CONTINGENT UPON THIS RESPONSE HAVING TO MAKE THINGS RIGHT; BETTER THAN THEY WERE BEFORE HER DISRUPTIONS.

-WITHIN THE ENVIRONMENT AND WITH THE PEOPLE INVOLVED 



-AN EXAMPLE OF RESTITUTIONAL OVERCORRECTION


-Example of positive practice; which is a feature of overcorrection

-INVOLVES PERSON PRACTICING DOING CORRECTLY WHAT THEY HAD DONE WRONG.

-P.72


-In the sick-social cycle victim’s punishment model:



-The first contingency (perpetrator) is always an escape contingency



-The second contingency (victim) is always a punishment contingency

-P.77

-List some of the things that must be considered in doing a cost-benefit analysis of using a punishment procedure to use with clients:

-DANGEROUS BEHAVIOR, BENEFIT FROM INTERVENTION, DATA SUGGEST BEST METHOD (HAVE CONSIDERED USE OF LRA), USED IN COMBO. WITH REINFORCEMENT TO INCREASE APPR. BEHAVIOR, WELL-TRAINED B.A. DESIGN AND SUPERVISE PROCEDURE, AND APPROVED PROCEDURE WITH CLIENT’S RIGHTS COMMITTEE.

-P.79

-List three types of multiple-baseline designs:  ACROSS-SUBJECTS, BEHAVIORS, AND SETTINGS.

-P.82


-Describe what it means when a procedure is socially valid:


-Are all behaviorally valid interventions socially valid?  NO

-P.82-83


-Examples to help discriminate between punishment and escape:

-“Suppose you burn your mouth with a spoonful of hot soup.  Then with no hesitation, you gulp down a glass of cold water.”

-Two different responses we’re analyzing:  EATING SOUP AND DRINKING WATER

CHAPTER 6 EXTINCTION AND RECOVERY:

-P.105

-Diagram the contingency that maintains Lucille’s undesirable behavior of entering into the nurses’ office:


-what type of procedure is this? REINFORCEMENT


-Diagram the contingency that eliminates Lucille’s undesirable behavior (stops

the reinforcement):



-what type of procedure is this?  EXTINCTION

-P.108

-What procedure did Mae use to find out what was maintaining Josh’s behavior of running away?  FUNCTIONAL ANLAYSIS

-What were the results of the functional analysis?  JOSH’S RUNNING AWAY WAS REINFORCED BY BOTH ATTENTION AND TANGIBLE REINFORCERS

-Describe the interventions used: IGNORE RUNNING AWAY AND NO TANGIBLES

-P.110

-What is an extinction burst?  INITIAL INCREASES IN THE RESPONSE FREQUENCY, MAGNITUDE, OR INTENSITY, ESPECIALLY IF THAT RESPONSE HAS AN “EMOTIONAL” OR AGGRESSIVE COMPONENT


-Can spontaneous recovery occur during the first session of extinction?  NO 


-Why not?  BECAUSE THERE IS NOTHING TO RECOVER FROM, THE

FREQUENCY OF RESPONDING DURING THE FIRST PART OF THE SESSION OF EXTINCTION IS AS HIGH AS THE RESPONDING DURING THE REINFORCEMENT SESSION.

-P.111-112


-Compare and contrast extinction and penalty:


-BOTH INVOLVE A DECREASE IN THE FREQUENCY OF THE REPONSE

BECAUSE OF THE LACK OF A REINFORCER.

-PENALTY INVOLVES THE CONTINGENT REMOVAL OF REINFORCERS AND: EXTINCTION INVOLVES STOPPING THE REINFORCEMENT CONTIGENCY.


-In extinction you don’t remove something you just stop presenting it.

-EXTINCTION: THE REINFORCER YOU STOP GIVING IS THE ONE THAT HAD MAINTAINED THE BEHAVIOR.

-PENATLY: THE REINFORCER YOU REMOVE DIFFERS FROM THE ONE REINFORCING THE BEHAVIOR.

-EXTINCTION: THE FREQUENCY OF THE RESPONSE WOULD HAVE NO EFFECT ON THE AVAILABILITY OF THE REINFORCER

-PENALTY: THE RESPONSE WOULD HAVE THE IMMEDIATE EFFECT OF REMOVING A REINFORCER.  The behavior controls the removal of the reinforcer.

-P.112


-Discuss the table 

-P.113

-Provide some of the examples described where they used extinction procedures to get rid of Self-stimulation maintained by automatic built-in reinforcement contingencies:  HAND FLAPPING, PLATE SPINNING, VISUAL STIM.

-P.115-116


-Describe the example with Laura and extinction of an escape response:


-What are they stopping?  STOPPING THE CONTINGENT REMOVAL OF

THE AVERSIVE CONDTION

-P.117


-Describe the recovery from punishment example involving Judy:



-stop presenting aversive condition contingent on behavior

-response frequency increases: behavior recovers

-P.119

-How would you demonstrate an extinction procedure involving an escape procedure in the Skinner box: shock on-press lever-shock off?

-What would happen to the response frequency following this extinction procedure?  EXPECT THE SAME SORT OF RESULTS IN EXTINCTIN FOLLOWING ESCAPE AS WE GET FOLLOWING EXTINCTION FOLLOWING REINFORCEMENT: THE FREQUENCY OF RESPONDING MIGHT BE HIGH AT FIRST AND THEN GRADUALLY FALL OFF TO ZERO, THOUGH THE SHOCK WAS STILL ON.

-P.121


-Compare and contrast forgetting procedure and extinction procedure: Diagram

-P.124

-Compare and contrast recovery from punishment and spontaneous recovery: Diagram

CHAPTER 7 DIFFERENTIAL REINFORCEMENT AND PUNISHMENT:

-P.129

-Response topography:  give some examples that would be included in the definition of response topography:  SEQUENCE OR PATH OF MOVEMENT-WRITING / LOCATION RELATIVE TO THE REST OF THE BODY- WAVING HANDS ABOVE OR BELOW; RIGHT PAW VS. LEFT / FORM- PUSH-UPS.

-P.130

-Pressing the left lever vs. the right lever is an example of response differentiation.  F-STIMULUS DISCRIMINATION

-P.130

-List some examples of response dimensions: FORCE, DURATION, LATENCY, PITCH, and TOPOGRAPHY

-P.131


-Questions 1 and 2

-P.131

-True or False? We can classify responses according to their dimensions and their function (their effects on the environment)?  T

-P.132??

-What are the three criteria we use to define a response class in terms of?  DIMENSION, EFFECTS, OR FUNCTION

-P.135-136

-Describe the example involving Bobbie: what response class are they differentially reinforcing?  MASCULINE RESONSE CLASS; EYE CONTACT, EXTENDED ANSWERS, INITIATION OF CONVERSATION, AND TYPICAL MASCULINE CONTENT.

-P.138


-Differential reinforcement vs. plain reinforcement:


-Compare: BOTH INVOLVE A REINFORCEMENT CONTINGENCY THAT

PRODUCES A HIGH FREQUENCY OF ONE RESPONSE CLASS

-Contrast: -Plain reinforcement: USE WHEN WE’RE CONCERNED WITH INCREASING THE FREQUENCY OF ONE RESPONSE CLASS.

-Differential:  
EXPLICITLY USED WHEN WE WANT TO INCREASE OR MAINTAIN ONE REPONSE CLASS AND DECREASE A SIMILAR RESPONSE CLASS.


-Give example from book3

-P.142


-Example of differential punishment with Bunny the ballet dancer:

-P.143


-Ice cream example: Diagram

-P.147

-Why isn’t simply having extinction a good enough control condition?  BECAUSE IT CHANGES TWO THINGS AT THE SAME TIME; REMOVES THE CONTINGENCY AND ALSO REMOVES THE MILK ITSELF

-need to keep presenting the milk without making it contingent on the response: VARIABLE-TIME STIMULUS PRESENTATION

-In what condition do we use variable-time stimulus presentation? CONTROL CONDITION

-thus, the only difference between the control and the experimental conditions is the contingency-both have the same stimulus presentation

-So what does it mean if the response frequency still does not increase?  THE CONTINGENCY IS WHAT IS IMPORTATNT, THE CONTINGENT PRESENTATION FO THE MILK FOR EACH RESPONSE

CHAPTER 9 

-P.166

-Unlearned reinforcers are those people are born with the capacity for that stimulus or event to reinforce their behavior.

-P.167

-(deprivation improved performance of behavior previously learned and deprivation improved learning of new behaviors with reinforcers)

-P.168

-What is meant by relevant learning and performance?  LEARNING OF A RESPONSE REINFORCED BY THAT REINFORCER AND PERFORMANCE OF A RESPONSE PREVIOUSLY REINFORCED BY THAT REINFORCER.

-P.168

-Deprivation at the time of reinforcement increases the impact the delivery of a single reinforcer has on the subsequent frequency of the reinforced response-LEARNING

-Deprivation at the time to perform that response increases the frequency of that previously reinforced and thus previously learned response-PERFORMANCE.

-(Note that performance means performance of previously reinforced response prior to reinforcement of the present instance of response).

-P.168

-How does satiation alter the effectiveness of a reinforcer (food) and therefore, how does it affect learning and performance?  FOOD WON’T ACT AS AN EFFECTIVE REINFORCER TO PRODUCE MORE LEARNING AND ALSO RAT WILL LESS FREQUENTLY PERFORM THE RESPONSE THAT HAS PREVIOUSLY PRODUCED THAT FOOD.

-P.168

-Are the satiating effects of food permanent?  NO  (also, even though will learn less when satiated, whatever did learn is probably more or less permanent.  Meaning what has been learned doesn’t just “wear off” depending on satiation level)


-The greater the deprivation the more effective the reinforcer

-P.168

-Why would you want to use small-sized amounts of the reinforcer rather than large?  WANT TO HAVE AS MANY LEARNING TRIALS AS POSSIBLE, BEFORE THE EFFECTS OF SATIATION SET IN.

-P.169


-Questions 1 & 2

-P.170


-Provide some examples of EOs

-deprivation, satiation, heavy exercise, high temperature, consumption of salt, sleep deprivation, illness, allergies, menses

-P.170

-Satiation and Deprivation don’t really apply to aversive conditions:  the relevant EO for an aversive condition is simply turning on (presenting) the aversive condition-shock.



-EO same as before condition, no need for separate diagram

-P.171


-Questions 1-3 in Skinner box

-P.172-173

-Provide some examples that are unlearned reinforcers naturally associated with food:



-SIGHT, SOUND, TASTE, SMELL

-P.173

-What is the biologically important reason for orienting towards sights and sounds?  IT HELPS ANIMALS/HUMANS TO AVOID INJURY AND DEATH (TO SURVIVE)

-P.173

-what are the two types of unlearned reinforcers?  THOSE THAT EITHER DIRECTLY OR INDIRECTLY CAUSE BIOLOGICAL BENEFITS


-DIRECT: food and water/predator bite and spoiled food


-INDIRECT: sight, sounds, smells, and tastes/ shadow of hawk, loud noise, or

taste and odor of spoiled food

-P.175


-Describe an example in the book that talks about the Premack Principle:

-TEACHER: disrupting was more reinforcing than sitting and listening to the teacher and used those activities that occurred at a high frequency as reinforcers for activities that occurred at a low rate.

-MONKEYS:  used four activities: pushing a lever, pulling a plunger, flapping a hinge, and opening and closing a door.
CHAPTER 11 LEARNED REINFORCERS AND AVERSIVE CONDITIONS:

-P.186

-many of the reinforcers that control our behavior are not unlearned, innate biological reinforcers.  Therefore, when we look for obvious unlearned reinforcers, we often miss more subtle learned reinforcers-the ones really maintaining the behavior.

-social reinforcers, some of the most powerful learned reinforcers (approval and attention-positive or negative)

-P.187

-If attention was a learned reinforcer that means it hadn’t always been a reinforcer; not born with attention acting as a reinforcer for behavior.  Instead, only through learning did attention become a learned reinforcer because it was often paired with other reinforcers when she was a baby.


-attention reinforcer for adult too, different pairing

-attention powerful reinforcer, often controls our behavior without our knowing it.

-P.187

-Note that the pairing procedure involves two pairings: for top pairing to me meaningful, must also have the bottom paring-pairing of “no attention with no food” (food not as probable without attention)

-If we pair a neutral stimulus with an original reinforcer, logically means that the absence of that stimulus is paired with the absence of that reinforcer.

-P.188

-Often social approval goes hand-in-hand with attention, but not always:  Helen-attention maintained inappropriate behavior in spite of the disapproval.



-(belching, flatulence)

-P.188

-A neutral stimulus, event, or condition becomes a learned reinforcer when it has been paired with an original reinforcer.  Is the original reinforcer learned or unlearned?  CAN BE EITHER LEARNED OR UNLEARNED

-P.189

-Explain how/why some children acquire dysfunctional behaviors and values and what’s the consequence:

-Jimmy learned dysfunctional behaviors and values most kids normally don’t learn or pass through only briefly: Dysfunctional learning history-labeled autistic

-Often children with serious deficits in learned behaviors have not learned to value attention and approval: neither are social reinforcers

-SOMEHOW NORMAL PAIRING OF ATTENTION AND APPROVAL WITH OTHER REINFORCERS DOES NOT WORK NEARLY AS WELL 

-CONSEQUENCE OF FAILURE TO LEARN TO VALUE ATTENTION AND APPROVAL: MOST OF WHAT WE CONSIDER NORMAL HUMAN BEHAVIOR WE LEARN FROM OTHER HUMAN BEINGS AND ONE OF THE CRUCIAL WAYS WE LEARN NORMAL HUMAN BEHAVIOR IS THROUGH SOCIAL REINFORCEMENT IN THE FORM OF APPROVAL AND ATTENTION-IF THESE AREN’T LEARNED REINFORCERS, WON’T ACT LIKE NORMAL HUMAN BEING

-P.190


-Describe a token economy system and its use in a psychiatric institution:

-P.190

-How do we establish learned reinforcers?  PAIR THEM WITH EXISTING REINFORCERS.


-can be directly paired or verbally paired

-P.190

-What is the main difference between a learned reinforcer and a generalized learned reinforcer?  



-PAIRED WITH SINGLE TYPE OF BACKUP REINFORCER

-effective only if organism deprived of backup reinforcers with which it acquired its reinforcing properties

-PAIRED WITH VARIETY OF OTHER TYPES OF REINFORCERS

-likely organism would be deprived of at least some relevant type of reinforcer; thus will be effective most of the time

-P.194

-Provide the pairing procedures for pairing with aversive stimuli and pairing with loss of reinforcers, used with Rod:  DIAGRAMS

-P.195

-often disapproval has not become a powerful learned aversive condition: that means it will be more difficult to use a mild punishment procedure to suppress dysfunctional behavior.

-P.195

-What happens if we stop pairing the learned reinforcer with some other reinforcer?  WILL LOSE ITS REINFORCING VALUE

-P.196

-What are the two ways in which unpairing happens?  FAIL TO IMMEDIATELY PRESENT THE ORIGINAL REINFORCER AFTER THE LEARNED REINFORCER OR AVERSIVE CONDITION OR COULD HAVE ORIGINAL REINFORCER CONTINUOUSLY AVAILABLE.

-P.196


-Unlearning vs. Extinction:  


-Unlearning of a learned reinforcer consists of no longer pairing the learned

reinforcer with the original reinforcer-Not extinction


-results: a reinforcer loses its reinforcing value


-Extinction consists of no longer making a reinforcer contingent on a response.



-results:  response frequency of a previously reinforced response decreases

-P.196


-What is a conditional stimulus?



-Some stimuli may be learned reinforcers or aversive stimuli only when

 they occur in the presence of some other stimulus conditions



-give an example: test and not study

-P.198

-We call a reinforcer a learned reinforcer because the value of the stimulus as a reinforcer was learned.  We don’t call a reinforcer a learned reinforcer because it causes learning= all reinforcers both learned and unlearned cause learning when they follow a response

-P.198

-When establishing a dipper click as a learned reinforcer for Rudolph, does a response need to be made in order for the click to become a learned reinforcer?  NO, ALL WE NEED IS THE PAIRING

-But, when do we need the response that produces the dipper click?  MUST MAKE THE RESPONSE THAT PRODUCES THE CLICK IN ORDER TO DEMONSTRATE THAT THE CLICK HAS BECOMME A LEARNED REINFORCER

-P.198 (questions 2-5)

-In order for the dipper click to be an effective reinforcer, what must the rat be deprived of; the dipper clicks (learned reinforcer) or the water (backup reinforcer)?  MUST BE DEPRIVED OF THE WATER FOR THE WATER-BASED CLICK REINFORCER TO BE EFFECTIVE


-can’t satiate on dipper clicks

-P.198

-As long as the learned reinforcer is occasionally paired with the unlearned reinforcer it will continue to reinforce a response, even though that response never produces the unlearned reinforcer (the occasional pairing need not follow the response)

-P.201

-What would be the best evidence (best way to prove) that the dipper click is a learned reinforcer for the response of touching the lever?  EMPTY THE WATER OUT OF THE WATER RESERVOIR AND TRAIN A NEW RESPONSE WITH JUST THE CLICK.

-P.202

-What is the best way to experimentally prove the effectiveness of toke s as reinforcers?  NONCONTINGENT PRESENTATION OF TOKENS

-P.204-205

-Imprinted reinforcer:  not an unlearned reinforcer because it’s not a reinforcer when the chick is born. And yet, it’s not a learned reinforcer, because it doesn’t need to be paired with another reinforcer to get its reinforcing value.  So use term imprinted reinforcer to describe those reinforcers that become reinforcing just as a result of early expose.  And use the term acquired reinforcer to indicate that it is not unlearned but it is also not what we’d call a learned reinforcer.

CHAPTER 12 OBJECTIVES:

-P.207


-Diagram Breland example in book 

-P.207


-Properties of diagrams of discriminative contingencies:  



-ARE REALLY TWO CONTINGENCIES: AN SD AND S-DELTA



-BEFORE CONDITION SAME FOR BOTH



-RESPONSE SAME FOR BOTH



-S-DELTA CONTINGENCY IS ALWAYS EXTINCTION OR

RECOVERY

-P.207

-What is meant by stimulus control, give an example:  WHEN THE RESPONSE FINALLY OCCURS MORE FREQUENTLY IN THE PRESENCE OF THE SD THAN IN THE PRESENCE OF THE S-DELTA.

-P.208


-Stimulus vs. stimuli

-P.209

-Silent reading: how did they teach Joe how to read silently?  IT WAS NECESSARY FOR THE TEACHER TO KNOW WHAT WORD THE STUDENT WAS READING AND HEAR THE READING RESPONSE TO REINFORCE THE CORRECT READING RESPONSE.  JOE WAS THUS REQUIRED TO ANSWER QUESTIONS FOLLOWING HIS READINGS.  HE WAS GIVEN A TOKEN FOR EVERY CORRECT ANSWER.

-P.211

-A stimulus that always precedes a reinforcement or escape contingency acquires causal functions.  This means that in the future, the mere presentation of that stimulus will cause the response.

-(As a result of the discrimination training procedure, the mere presentation of the card caused Jose to make the correct response.

-A stimulus that always precedes a punishment or penalty contingency acquires suppressive functions.

-(This means that in the future the response in that contingency will occur less frequently in the presence of that stimulus)

-P.211

-A punishment-based SD is a stimulus in the presence of which a response will be ???  PUNISHED

-P.211-212

-How do the reinforcement and punishment-based SD’s play the same role?  THEY ARE BOTH ASSOCIATED WITH THE CONTINGENCY


-Opposite for S-Deltas

-P.213


-In differential reinforcement: we combine reinforcement and extinction

-DEAL WITH TWO RESPONSE CLASSES (subclasses) AND ONLY ONE STIMULUS

-frequency of one response class increases, relative to the frequency of the unreinforced response class.

-Stimulus-discrimination: also combine reinforcement and extinction; but only deal with one response class.


-we vary the SD; the response remains constant


-we reinforce a response class in the presence of one stimulus and

 extinguish the same response class in the presence of another stimulus.



*DEAL WITH ONE RESPONSE CLASS AND TWO STIMULI

-P.216

-Incidental teaching: differentially reinforce using color-noun combinations, and reinforce only correct color-noun combinations

-getting the toy would be a reinforcer and would reinforce their use of color adjectives in more natural settings

-P.217


-Verbal behavior is the behavioral term for language


-tacting and manding are forms of language


-tact: form of the response is determined by an SD and the reinforcer is

 usually approval from the observer

-mand: reinforced by receipt of object; the form of the response is determined by an EO

-For behavior analysts, verbal behavior also includes: listening, reading, writing, sign language



-verbal behavior means language, not vocal

-P.219

-What are some ways that we can prompt behavior?  VERBAL, MODELING, PHYSICAL GUIDANCE

-P.219


-The prompt is NOT a type of SD


-reinforcement or punishment of the relevant response is more likely to occur in

the presence of an SD than in the presence of a corresponding S-Delta

-the prompt has nothing corresponding to the S-Delta.  A proper response will also be reinforced in the absence of the trainer’s prompt, not just in its presence.

-P.221

-Four prerequisites for stimulus control: PREATTENDING SKILLS, SENSORY CAPABILITIES, CONSIPICUOUS STIMULUS, DISCRIMINATION-TRAINING PROCEDURE

-Why do only some stimuli from the environment control your behavior and others don’t?  THE EFFECTIVNESS OF STIMULUS CONTROL DEPENDS IN PART ON HOW THE STIMULUS IS PRESENTED


-A conspicuous stimuli is one that contrasts with its background because of its

large size, brightness, loudness, uniqueness, or the like

-P.222


-Diagram of Before condition vs. Discriminative stimulus


-Diagram escape contingency with Dr.Malott

-P.223


-What is the difference between an SD and the operandum?

-what about the Skinner box? IT IS ALSO PART OF THE ENVIRONMENT ASSOCIATED WITH THE OPPORTUNITY TO RESPOND

-P.224

-What is an undiscriminated contingency?  THERE IS NO SD ASSOCIATED WITH THE REINFORCEMENT CONTINGENCY AND THUS ALSO NO S-DELTA

CHAPTER 13 OBJECTIVES:

-P.226

-Intuition: we behavior intuitively, our behavior is being controlled by a concept we can’t define.

-Intuitive control:  control by a concept or set of contingencies the persona ro organism does not define or describe

-How do such intuitive concepts come to have stimulus control over our behavior if no one knows the rules defining the concepts?


-trial and error where one response is reinforced and another may be punished??

-P.227

-Most important aspect of conceptual control: IT RESULTS IN RESPONDING CORRECTLY IN NOVEL SITUATIONS

  -P.227

-Point of classic experiment: CONCEPTUAL STIMULI CAN EXERT STIMULUS CONTROL OVER THE BEHAVIOR OF A PICEON JUST AS CONEPTUAL STIMUI CAN EXERT STIMULUS CONTROL OVER OUR BEHAIVOR.

-P.228


-We DON’T say that people and pigeons have concepts


-We DO say that their behavior is under the stimulus control of concepts


-Concepts: a set of stimuli and they either exert stimulus control of they don’t

-P.228


-conceptual discrimination training procedure vs. stimulus discrimination



-simpler procedure uses only a single SD and S-Delta



-conceptual uses two stimulus classes

-We know that conceptual stimulus control occurring when two conditions are met:
1.  observer responds in similar way to all stimuli in a stimulus class

(including novel stimuli)



2.  observer does not respond that way to stimuli outside that class


-When the observer responds in a similar way to different stimuli, we say

stimulus generalization is occurring

-So, conceptual stimulus control consists of generalization within a concept or stimulus class and discrimination between concepts or stimulus classes

-notion of conceptual stimulus control allows us to understand and even predict the occurrence of appropriate responding in novel situations.

-our training in the presence of earlier examples of the concept generalize to the new instance and we respond accordingly (good)

-also, without specific discrimination training we might overgeneralize (from person to chimp)

-P.231


-Discrimination vs. Generalization:



-generalization is the opposite of discrimination


-the greater the discrimination the less generalization


-also, physical similarity between stimuli effects degree of generalization or

discrimination: IDENTICAL TWINS VS. BROTHER AND SISTER

-P.232

-Stimulus dimensions: characteristics of stimuli-roundness, smoothness, size, height, weight, luster, color, or shade

-the more dimensions along which objects differ, the easier it is to establish discriminative stimulus control and vice versa.

-FADING: to establish discrimination change dimension of stimulus (i.e. color) to make discrimination easier (because original stimuli differ only slightly or along dimensions that do not effectively establish stimulus control) then gradually fade out the difference between the SD and the S-Delta.  Eventually the only difference between the two stimuli would be along the initial stimulus dimension.

-P.232-233

-red: is neither a stimulus class nor a stimulus dimension; it is a value on the color dimension (it’s an abstraction)

-Force: usually response dimension

-however, if a stimulus dimension: we’re talking about the force of something being done to you rather than the force you exert when you respond

-P.234


-Compare and contrast shaping and fading:  


-BOTH involve gradual change


-unlike shaping, the gradual change in FADING procedure involves the stimulus

and not the response

-P.235


-Describe stimulus-generalization experiment with pigeon key pecks:

-training: intermittent reinforcement

-testing: extinction (tested for stimulus generalization with set of test novel stimuli)

-training stimulus: yellow-green light

*Why didn’t they continue reinforcing the response in the presence of the training stimulus and extinguish in the presence of the test stimuli?



-TO REDUCE THE EFFECTS OF DISCRIMINATION TRAINING.



-THEY WANTED TO MEASURE THE AMOUNT OF “NATURAL”

STIMULUS GENERALIZATION WITHOUT THE BIASING OR SHARPENING EFFECTS OF STIMULUS-DISCRIMINATION TRAINING


-results: typical results of experiments on stimulus generalization

-the greater the responding with changes stimulus the greater the stimulus generalization

-Produces a stimulus-generalization gradient: gradients show as some property of stimulus becomes increasingly different from the discriminative stimulus used during reinforcement, the response rate decreases.

-refers to extent that response rate changes when a test stimulus changes from the training stimulus

-P.237


-questions 1-6

-P.239

-symbolic matching to sample: matching to sample in which the relation between the sample and comparison stimuli are arbitrary


-color to word

-Reflexivity/identity matching: when the sample and comparison stimuli are physically identical


-color to color  (if A=A)

-symmetry: training: spoken name-photo  (if A=B)


         Results: photo-spoken name   (then B=A)


-transitivity: training: spoken name-written name  (if A=B)



           Training: spoken name-photo  (and B=C)




Results: photo-written name  (then A=C)

-novel stimulus control: by novel stimulus control we mean a “correct” response to a stimulus when that response to that stimulus had not been reinforced previously

-P.243

-Equivalence class: a set of arbitrary symbolic stimuli that need not have common physical properties

-all stimuli in that set are reflexive, symmetrical, and transitive with each other

-Stimulus-equivalence training: 

-an equivalence class does not exist until we’ve done some equivalence training to make the stimuli within it function equivalently for the person who’s being trained


-emergent relation: emerge without being explicitly trained

CHAPTER 14 OBJECTIVES:

-P.245

-Lack of imitative skills might account for painfully slow learning of functional behaviors.

-P.246


-Occasionally Marilla would raise her arm even when the trainer had not done so.  



-didn’t reinforce this response on these occasions

-Provide diagram of imitation training with Marilla: stimulus discrimination and response differentiation

-Marilla must not only respond at the right time, she must also make the right response?????

-P.246

-When first introduced new imitative SD, some shaping and physical prompting was necessary, but made less and less use of shaping and physical prompting, as part of the response differentiation procedure???

-P.246

-Marilla mad particular imitative response though trainer had never reinforced that particular response.  Reinforcement of previous imitative responses had generalized to this new response.

-P.247

-trainer reinforced all those responses he’d previously reinforced, but was careful not to reinforce tapping the chair or making the circular motion with her arm.  Both of these generalized imitative responses maintained; they didn’t extinguish in spite of repeated nonreinforced occurrences intermixed with reinforced imitative responses.

-P.248

-showed that Marilla could perform specific imitative responses without direct reinforcement of those specific responses.  But reinforcement of some other imitative responses must occur before the unreinforced imitative responses occur.

-they reinforced some imitative responses so that imitative stimulus control could generalize to other unreinforced responses.

-P.248

-(added reinforcement contingency) may be the main way imitation is learned; the behavior of the imitator is reinforced by someone else, it it’s similar to that of the model.

-the model’s behavior is an SD in the presence of which, similar behavior of the imitator is more likely to produce the added reinforcer.

-But, built-in reinforcement contingency is also present-the sweet taste of the soda


*However, for this built-in contingency, Sid’s swigging isn’t an SD because there

is no S-delta.  Sid’s swigging the soda is a prompt, rather than an SD.  The SD is the label on the can and the can is the operandum.

-P.249

-Being under imitative prompt control helps imitators contact automatic, built-in, reinforcement contingencies they would otherwise have missed.


-Two contingencies that cause the learning of imitative behavior:



-added reinforcement and the natural contingency

-P.250

-Anticipation procedure:  held the picture for several second before giving the verbal prompt.

-If Dicky correctly named the picture before she presented the prompt, he got a bit of food more quickly than if he waited until after the prompt.


-Why would showing the picture of the cat come to control Dicky’s saying “cat?”

-Because this is a form of differential reinforcement of answers with short latencies.  He will get the praise and food sooner after the attendant shows the picture, if he responds immediately than if he doesn’t response until after the attendant’s prompt.

-P.250

-One of the main advantages of verbal behavior is that we can talk about things no longer present.

-P.253


-The form of behavior usually refers to the topography of the response


-We mean the behavior of the imitator is similar to the behavior of the model

because of experience with a special reinforcement contingency.

-behavior of the imitator has been reinforced contingent on similarity to the behavior of the model.

*When defining imitation we do not just mean that the behavior of the imitator is similar to the model’s behavior.  

-Would not be imitation if the similarity were because both the imitator’s behavior and the model’s behavior were controlled by the same contingency.

-i.e. both cover ears (the removal of the aversive condition in this escape contingency wouldn’t necessarily depend upon the similarity of the behaviors)

-when light turns green

*So to be sure you have imitation, you must show that the behavior of the imitator is under the stimulus control of the behavior of the model.

-must show similarity of their behaviors is not under the control of some third factor.

-when their behavior resembles that of the model and changes in the behavior of the model produce similar changes in the behavior of the imitator

-P.253

-Theory of generalized imitation: explanation of why reinforcement of some imitative responses maintains other imitative responses that we are not reinforcing



-even when imitator knew subset of responses wouldn’t be reinforced



-so theory states that Marilla’s generalized imitative responses occur

because they automatically produce learned imitative reinforcers-stimuli arising from the match between her behavior and the models.

-Marilla’s behavior matches the models.  This correct imitation automatically produces visual and internal stimuli-seeing and feeling her behavior matching the models.  These automatic, imitative, reinforcing stimuli reinforce Marilla’s imitating new responses that have never been reinforced by the behavior analysts.

-P.255

-established a learned imitative reinforcer by pairing the stimuli resulting from imitation (sight and feeling of her muscles (proprioceptive stimuli) that resulted from her seeing and feeling her behavior match the models) with a bite of food and some praise

-Once the imitative stimuli had become learned reinforcers these learned, imitative reinforcers automatically followed each of Marilla’s correct imitations.

This means that even a novel imitation will automatically produce a learned imitative reinforcer.

-P.256

-sound is unlearned reinforcer

-babies sound like their parents because the sounds themselves are simple learned reinforcers.

-However, babies also sound like their parents because the sounds are imitative learned reinforcers.  And imitative learned reinforcers involve a little more special training than simple learned reinforcers.


*Child’s imitation of parent’s vocal behavior can be maintained in two ways:



1.  imitative vocal response produces learned imitative reinforcers



2.  vocal imitative behavior may be reinforced by social or other

reinforcers


*So, as Rod is learning language his extensive imitative repertoire is essential


-otherwise, have a hard time learning desirable behaviors


*Without generalized imitative repertoire, imitative verbal responses are not

likely to occur.

CHAPTER 15 

-warning stimulus could be anything that affects your senses: sight, sound, taste, smell

-P.261

-diagram two contingencies involved in Sid’s correct posture: make him stand straight and keep his standing straight

-what was the click the timer made?  WARNING STIMULUS, always preceded aversive tone by 3 seconds

-if Sid maintained erect posture continuously, would not only avoid aversive tone but also would avoid warning stimulus


-avoidance contingency are type of reinforcement contingency

-P.262


-right to effective treatment, even if it involves aversive control


-Jimmy avoids mildly aversive overcorrection procedure when answers request

that he look at you

-but if he doesn’t use your hands to guide his head and hold each three positions for 15 sec. (overcorrection)

-P.263

-Eye contact general rule: if you’re having trouble getting person to listen to you, be sure you have eye contact before you start talking

-P.263

-used avoidance of time-out with three kids: each student could avoid time-out from the classroom by being on task-by working hard



-set a timer and if working hard when rang, got to stay in classroom



-if goofing off etc. went into hall for 3 min.


-avoidance of loss of reinforcer (being in classroom)??

-P.265


-Escape vs. Avoidance:


-Avoidance-prevents an aversive condition from being presented/received


-Escape- (causes) removal an aversive condition that has already been presented

-P.266-267

-Four types of avoidance:  CUED, CONTINUOUS-RESPONSE AVOIDANCE, NONCUED, AVOIDANCE OF LOSS OF REINFORCER


-CUED: escape/avoidance contingency, warning stimulus is the cue

-buzzer is the warning stimulus b/c it occurs before the aversive stimulus; but initially buzzer is neutral stimulus, after repeated pairing with aversive stimulus buzzer becomes aversive



-PAIRING PROCEDURE

-CONITNUOUS-RESPONSE AVOIDANCE:  could avoid the click (cue/warning stimulus) and the aversive tone by continuously maintaining good posture

-isn’t essential that continuous response-avoidance involve package deal like the combo of click and tone or buzzer and shocks; avoiding buzzer also examples 


-NONCUED AVOIDANCE: no obvious so called warning stimulus

-if rat presses lever every 1.9999 sec. will postpone a shock, scheduled to come on every 2 secs.

-AVOIDANCE OF LOSS: remove dish every 20 sec. and keep it out of Skinner box for 10 sec. but if rat pulls chain, will not bother for 30 sec.  If pull chain every 29.999 sec. will completely avoid loss of water

-P.267-8


-Penalty vs. avoidance contingency:


-PENALTY-reinforcer is removed if a specific response occurs


-AVOIDANCE-reinforcer is removed if specific response doesn’t occur: removal

is not contingent on the response (keeping it is)

-P.268


-Avoidance of aversive condition vs. Punishment:


-What we consider the crucial response determines how we look at the

Contingencies: we can distinguish between the two contingencies

-roll over deadman: use the opposite response and change contingency; usually when think have punishment have avoidance

-P.269

-second way to discriminate between avoidance and punishment: Is the so-called punished response really a large class, consisting of all other imaginable responses?  If yes, then we’ve got an avoidance contingency and not a punishment contingency

-P.270


-avoidance of loss of reinforcer vs. penalty: Diagram

-P.270


-warning stimulus vs. discriminative stimulus:


-must have the warning stimulus on before its termination is reinforcing, let alone

before it’s permitted.  But don’t need an SD before after condition is reinforcing

-WARNING STIMULUS: immediately precedes aversive conditions and thus become learned aversive conditions (through pairing) that organism will work to escape.  Therefore, look at presence of warning stimulus as before condition- you must have warning stimulus on before its termination is effective

-SD: correlated with the availability of the escape/avoidance response being successful-will terminate buzzer (ws) and prevent the shock (ac)

-P.271

-Great-new-ideas general rule: new ideas rarely work until you’ve revised them at least three times



-also, allow time to recycle and don’t give up

-P.272


-cued avoidance and conditional aversive stimuli:


-What does Jimmy actually escape, the instant he looks at the instructor?  



-not seeing the instructor becomes a learned aversive stimulus, conditional upon having just heard Look at me, only the combo of the two sets of stimuli are paired with overcorrection

-P.273

-Teleology: is the explanation of current events in terms of future events; it’s saying the future causes the past


-Are avoidance contingencies teleological and therefore illogical?


-Not saying the prevention of the shock in the future is causing the current lever

press.  Instead, saying past instance where lever presses prevented shock reinforced response class of lever pressing and that’s why lever pressing increased

-reinforcers increase behavior they immediately follow; avoidance of aversive condition increases behavior it immediately follows.


-neither outcomes affect behavior that’s in the past


-both increase behavior that’s in the future

-arrow going from before to after condition means before precedes after condition

-P.275

-BIG DEAL IS THAT CONTINGENCIES CAN CONTROL OUR BEHAVIOR, EVEN WHEN WE ARE UNAWARE OF THOSE CONTINGENCIES, THE BEHAVIOR, OR THAT ANY CONTROLLING IS GOING ON

CHAPTER 16:

-P.279


-Prevention of a reinforcer vs. removal of a reinforcer (penalty)


-BOTH: involve decreasing contact with a reinforcer


-PREVENTION: response prevents a reinforcer from being received


-REMOVAL: response causes a reinforcer to be removed

-P.279


-When we add prevention, we completely reverse the effects of the contingencies:

-P.282

-gradually increased the required duration of no disruptions: DOES NOT MAKE THIS SHAPING PROCEDURE

-For it to be shaping, the duration must be dimension of the behavior being shaped:

-and duration would be a dimension of being quiet if being quiet were a behavior

-the behavior of interest was disrupting: and was not gradually changing the duration of the disruption response; instead, just changing duration of time during which that contingency is in effect

-P.283-4

-According to this book is DRO a good term to use?  NO B/C IT MISLEADS PEOPLE

-it’s not that they wanted to increase all other behavior; instead they wanted to decrease a certain behavior

CHAPTER 17 

-P.286

-What schedule of reinforcement is best to use for shaping behavior?  CONTINUOUS

-P.286


-One of the most common intermittent reinforcement schedules: FR schedule


-with fairly large ratios-100 responses per reinforcer- easy to see consistent

pattern of responding (high rate of responding until the reinforcer is delivered followed by a pause before responding starts again)


-what is the name of this pause? POSTREINFORCEMENET PAUSE



-characteristic of FR maintained behavior



-length of the pause is proportional to the size of the ratio: RATIO

LARGE=PAUSE LONG, ETC.

-However, FR schedule does not require that they pause

-P.287

-to establish a high ratio requirement: GRADUALLY RAISE THE RATIO up to higher ratios only after number of reinforcers been delivered at each ratio value.  OTHERWISE RESPONDING WILL EXTINGUISH (general rule: start with CR)



-extinction due to this error is know as?  STRAINING THE RATIO

-P.287


-Is counting a requirement of a FR schedule? NO

-P.288

-VR 50: 50 in a variable-ratio designates the average number of responses required for the reinforcer

-P.289

-Intermittent reinforcement is a generic term that includes not only fixed and variable ratio schedules but also other schedules (FI and VI)

-P.291

-Five four differences between typical gambling contingencies and the usual VR schedules of the Skinner box

-P.292

-Free-operant: most common in Skinner box, animal free to respond at various frequencies



-subject can make more than on correct response before the reinforcer



-may not be an SD



-responses can be reinforced either continuously or intermittently



-there is no S-delta after each response; so there’s no intertrial interval

between each response and the next SD

-Discrete-trial: when a single response occurs, the SD ends and the subject immediately receives a reinforcer or goes into S-delta



-there is an SD



-a single response



-an outcome 



-followed by an S-delta (intertrial interval)



-then the next trial starts



-can’t measure rate of pressing, can measure latency of presses

-P.294

-Hybrid, discrete-trial/free-operant:  each free-operant response, itself, consists of a discrete trial



-DT: each piece put in the puzzle is an SD for the next response



-FO: b/c free to place each puzzle piece as fast as he “wants” and measure

of behavior would be rate

-Table
CHAPTER 18 

-P.295

-Time-dependent schedules of reinforcement: the opportunity for reinforcement occurs as a function of time

-P.295

-Fixed-interval scallop: just after reinforcement, a long period of time goes by without making any response



-after some time, makes a few responses



-then responds more rapidly as time goes by until



-at end of the interval, responds at an extremely high rate

-P.297


-Analysis of the term-paper schedule: chart on pg. 298

-P.300


-What type of schedule produces superstitious behavior? FT

-P.300

-VI schedule or reinforcement:  although time alone (average interval of time) will bring about the opportunity for reinforcement, the subject must respond thereafter (ensures that reinforcement is contingent on a specific response)



-time alone will never bring about the reinforcer


-What kind of behavior do VI schedules generate?  

-most important aspect of VI schedules is that it generates consistent (steady) response rates


-with no real postreinforcement pauses

-slope of cumulative record tends to be even and uniform throughout


-however, slower rate than with ratio schedules

-generally, the smaller the average interval between opportunities for reinforcement, the higher the rate will be

-P.302


-Responses can produce reinforcers in two ways: continuous and intermittent 


-Intermittent reinforcement produces greater resistance to extinction than does

continuous reinforcement

-the more an intermittent schedule differs from continuous reinforcement, the more the behavior resists extinction: FR 10,000 > FR 10

-P.303

-One of the main reasons for presenting the FT schedule is to contrast it with the FI schedule


-compare and contrast Interval vs. Time Schedules (chart)

-P.304


-Relation between rate of responding and rate of reinforcement: Questions 1 & 2

-P.305


-chart comparing and contrasting ratio and variable schedules



-Ratio schedules show the highest rates of responding



-fixed schedules show the most pausing after reinforcement


-Cumulative record comparison for all four schedules

-P.306

-In the hypothetical penalty example with Max and Ted, what type of schedule did he use for the penalty procedure?  FI 5 PENALTY

-P.306


-Why does intermittent reinforcement increase resistance to extinction?



-It’s easy to tell the difference between CR and EXT



-Why? b/c during CR all responses produce reinforcers and during EXT

none of them do

-It’s hard to tell the difference between intermittent (occasional) reinforcement and EXT (no reinforcement)

-Why? b/c during intermittent, only an occasional response produces a reinforcer and during EXT, none of them do


-Quickly discriminate between reinforcement and EXT but


-Greatly generalize between intermittent reinforcement and EXT

-stimulus generalization explains why intermittent reinforcement makes behavior more resistant to EXT 

-P.308

-Limited hold: the opportunity to produce the reinforcer is available for a limited time

-time period during which the response will produce the after condition; responding either before or after the limited hold will have no effect

-a VI schedule with a limited hold places a more stringent demand on the behavior than does the simple VI schedule: b/c reinforcement is available for a limited time, a response must occur during the limited-hold period

-with a short limited hold, response must occur at a high rate if they are going to produce all the reinforcers that become available

-i.e. 10-min. interval with a 1-min. limited hold


-hold lasts from the 10th-11th min.


-responding early or late will be of no avail.

-first response during limited window of opportunity will produce reinforcer for that interval

-P.308-309

-A deadline: is the time before which we should make a response or a set of responses or complete a task.

-if we fail to respond in time, we won’t get something good or we won’t avoid something bad

-deadline and limited hold are similar, but not quite

-in real world often have to make large number of responses to prepare for the deadline



-our deadlines involve clocks, calendars, and rules



-an SD is associated with either a deadline or limited hold

CHAPTER 19 

-P.311

-Both learned and unlearned reinforcers and aversive conditions may be found in both natural and performance management contingencies

-P.312

-Do concurrent contingencies necessarily need to be operating at the same time?  NO; they are just AVAILABLE at the same time

-P.312-313


-Four types of concurrent contingencies:


1.  Two physically compatible responses: reading and sniffing


2.  Compatible contingencies may be available concurrently for a single

response: read-attention and interesting reading



-compatible in that they both cause the response frequency to increase

3.  Incompatible contingencies may be available concurrently for a single response: reads-attention and spit ball

-incompatible in that one causes the response freq. to increase and other causes it to decrease


4.  Two physically incompatible responses: read-attention; whisper-attention

-P.314

-Sometimes the contingencies that come to control behavior actually interfere with learning verbal behavior. 

-when contingencies reinforce alternative behaviors to verbal behavior, the alternative behaviors are strengthened.  

-These nonverbal behaviors compete directly with verbal behavior

-The contingencies that would reinforce verbal behavior may be available at the same time as the competing concurrent reinforcement contingencies, but the verbal behavior contingencies lose out.

Three categories of concurrent contingencies interfere with language learning:

1. Disruptive behavior as an alternative to verbal behavior: 

-crying vs. manding for food

-when contingencies support disruptive behaviors, these behaviors prevent the occurrence of reinforced verbal behaviors

-disruptive behavior actually serves the same function as a verbal beh.



2.  Nondisruptive behavior as an alternative to verbal behavior:



     -staring, pointing, and gesturing can function as nonverbal alternatives

     to verbal mands; unfortunately they are incompatible with verbal  

     mands

3. Suppression of verbal behavior by punishment:

-sometimes adults accidentally punish children’s verbal behavior instead of reinforcing it

-punishment contingencies that suppress verbal behavior may be in effect at the same time as reinforcement contingencies that support verbal behavior

-P.316


-Two more factors interfere with language learning:


-Both have to do with absence of learn units (learning

opportunities)=contingency


-learn units are essential to all learning


-at least two reasons for absence of learn units:


1.  No one is around to reinforce verbal behavior


2.  Parents don’t require any behavior: so when parents lower their requirements

of their children’s behavior b/c their children seem to be delayed, they actually perpetuate the problem

-fewer learn units, less learning, and less or no verbal behavior (language)

-P.321


-action rule: to change behavior use actions not words

-P.321


-contingency diagram for Earl: avoidance of the loss what procedure-DRI

-P.323


-DRA vs. DRI


-compare: may both involve concurrent contingencies for physically incompatible

responses

-contrast:  DRA is a special type of DRI, the reinforcer for the incompatible responses is the same

-P.325


-Symptom substitution does not exist


-think the occurrence of the new behavior does not prove that the two behaviors

are symptoms of anything; they’re just behaviors under the control of concurrent contingencies of reinforcement and punishment

-P.327


-Sid’s paper writing example

-P.328


-treatment package: changed several IVs at one



-engineering: trying to achieve a specific result



-not trying to do science, determine which of their various IVs controlled

behavior


-to do detailed scientific analysis of the IVs might cost too much time and money



-thus, more economical to use an intervention package

-However, might be more economical to evaluate the effects of each individual IV, rather than to combine them all in one intervention package



-if their use was expensive and anticipate repeated future use

-P.330


-matching law: does two things

-allows scientists to describe precisely data produced by a single set of concurrent contingencies and

-it allows them to predict behavior under novel sets of concurrent contingencies

CHAPTER 20 

-P.332


-Chaining example: rising to her knees, feet, and then walking


-Shaping?

-P.334

-Dual-functioning chained stimuli: stimulus resulting from one response serves two functions:  it functions as a learned reinforcer for the response that produces it and an SD for the next response in the chain.

-(the reinforcer at the end of the final link in the chain will often be an unlearned reinforcer and may not serve as an SD)

-P.336

-Forward chaining family style dining: when first establishing the chain, the natural or built-in results of the responses didn’t function as sufficient reinforcers or SDs.  Therefore, they first had to use prompts and added reinforcement contingencies.

-P.336


-Total-task presentation: variation of forward chaining

-unlike forward chaining, the learner performed each of the links of the chain before starting over again: didn’t master one link before moving on



-trainer would tell student to do response in one of the links




-if didn’t work would model and give verbal instructions




-still didn’t work would physically guide and provide instructions




-then move on to next link in chain



-praised client each time completed the response in a link of the chain

-P.337


-Backward chaining:  third major way of establishing chaining



-used for students having trouble acquiring arithmetic skills



-each response and the resulting number write down is a link in the chain



-first sheet with problems almost completed, then next sheet with less

complete problems, until reach the final sheet (fist link in chain) which has nothing but the initial series of problems

-P.339

-DRL:  reinforce response that occurs at low rate (at least some minimal amount of time has elapsed since the last response)


-it’s not the behavior itself that’s undesirable, it’s the rate of the behavior

-often can either eliminate a chain or control its rate by dealing with the first links- if we can stop or slow down the first links, then the following links must also be stopped or slowed down

-reduce Jimmy’s rate of picking up a spoonful of food and moving to mouth

-Jimmy had to wait at least 2 secs. since his last bite before he attempted his next bite

-if he didn’t wait, move hand back to table and prevent reinforcement for that response

-differentially reinforce lower rate of eating and differentially extinguish rapid eating

-gradually increase “wait” requirement

-P.342-347

-rate-reduction procedures (for undesirable behaviors):  PUNISHMENT, EXTINCITON, REINFORCEMENT, AND EO

*chart on pg.348 review 

-P.348

-Usually we use backward chaining when we establish behavioral chains in nonverbal animals


-How would you train backward chaining in the Skinner box?

-P.350???


-nonchained behavior sequence



-typing the word the

-P.351

-DRL in the Skinner box: must pause for at least 10 seconds before response reinforced

-what happens to responses that occur immediately after Rudolph receives reinforcer-after last response (response with latency less than 10 seconds)? They extinguish

-what happens to responses that occur with a latency of at least 10 seconds? Become more frequent

-P.352


-DRL vs. FI chart

-what happens if Rudolph never waits the required interval of time between responses when using DRL?  He never receives the reinforcer


-the interval resets after each occurrence of the response

CHAPTER 21

-P.354


-Phobia refers to a long-lasting irrational fear

-fear is produced by what once were neutral stimuli, NS have acquired aversive properties b/c they’ve been associated with other stimuli that already produced fear



-fear responses often generalize to other individuals (i.e. doctors)

-so, Sammy fears darkness: means that darkness is a learned aversive stimulus and perhaps a CS for Sammy

-reactions to the fear-provoking situations are real and we can observe them directly

-often involve escape or avoidance responses are extreme and may cause harm to the client or others around



-or may react emotionally

-P.355

-Pavlov knew salivation was a reflexive response that occurred regularly in all food-deprived animals when they saw food

-salivation when the bell rang resulted from previous pairings of the meat powder and the bell; conditional upon previous circumstances


-use the term conditioning to describe the procedure of paring the CS with US

-P.356

-Activation Syndrome: is a set of smooth-muscle physiological responses that control the stomach, heart, glands, and so on.  

-it’s an UR, elicited by painful stimuli (US) and enhances our strength and speed, often making it possible for us more reliably and more quickly to escape those painful stimuli

-can also become a CR, elicited by a CS (brute paired with painful stimuli) and again enhances our strength and speed, making it possible for us more reliably and more quickly to avoid those painful stimuli

*When C Stimuli elicit the activation syndrome, we call the activation syndrome an emotional response

-most psychologists think we acquire emotional responses through respondent or Pavlovian conditioning

-sometimes a single pairing can establish an event or object as a conditioned aversive stimulus

-P.357


-Respondent vs. operant conditioning:


*Operant conditioning: Learning that involves responses maintained directly by

the consequences that produce them.

*Respondent conditioning: Only requirement is the presentation of the US and the CS together over several trials.  After such pairings the CS produces the CR


-reinforcement doesn’t play a role

-Respondent vs. Operant pairing: results of respondent pairing differ from the results of operant pairing


-respondent pairings develop conditioned eliciting stimuli (CS) 


-operant pairings develop learned reinforcers

*Similarities:  both involve pairing


-a neutral stimulus is presented immediately before a functioning stimulus


-in both the NS acquires the function of the paired stimulus

*Differences:  in respondent conditioning, the NS becomes a CS meaning it acquires more or less the same eliciting function as the US

-in operant conditioning, the NS becomes a learned reinforcer or a learned aversive condition meaning it acquires more or less the same reinforcing or aversive value as the UR or UAC


-Chart on 359

-P.360


-UR: b/c they were a natural reaction 

-P.363

-Personality means the consistent way we behave or respond in a wide variety of settings

-P.363


-Higher-order conditioning: pairing of a NS with an effective CS not an US

-(say the nude pics were CS b/c we think they probably didn’t elicit an arousal response until had some experience with such images)

-P.363


-Respondent EXT vs. Operant EXT


-In respondent ext no response is necessary for this procedure to have an

extinguishing effect

-In operant ext previously reinforced response must occur for the absence of the contingent reinforcer to have an extinguishing effect

-chart on pg 365


-Why do some phobias last so long and don’t extinguish?

-b/c the person avoids the phobic situation so the phobia never has a chance to extinguish

-P.367


-phobias can involve the interaction of operant and respondent conditioning



-differentially reinforce approaching car and cars acted as CS

-P.367


-systematic desensitization:  perhaps most widely used intervention with phobias



-anxiety must not occur for successful elimination of phobic behavior



-client must be completely relaxed so that the fear is inhibited at each step

in the hierarchy

-in vivo desensitization: use imagination and can be done in office without bringing client’s behavior into direct contact with the real fear-eliciting environment

-emotive imagery variation of systematic variation

-In systematic desensitization, the therapist uses muscular relaxation as the fear-inhibiting response

-In emotive imagery, therapist uses imaginative situations that elicit positive pleasant potentially reinforcing emotional reactions: these reactions are assumed to inhibit fearful response
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-P.377


-Mary, the starving lady: used social reinforcement for eating

-they kept social contact at a min. and then talk to her during meals only after she had eaten at least one bite: simple reinforcement


-gradually raised criterion for eating to receive reinforcement: attention from staff


-also allowed her to listen to radio, tv, etc. if she finished entire meal


-later added other reinforcers: if she ate all food on plate could choose food for

next meal, invite a guest, etc.

-then gradually introduced other contingent social reinforcers: walking around hospital, family visits, hair done, etc.

-other reinforcers too delayed, announcement of receipt of reinforcers may have reinforced eating

-the delay between the target response and delivery of reinforcers too delayed to reinforce eating, yet eating response still maintained

-P.379

-the reinforcer must IMMEDIATELY follow the response to reinforce that response

-P.380

-Rule control: the rule controlled the bowel movements.  Todd needed the rule describing the contingency, if the bowel movements were to maintain

-rule did control behavior, so bowel movements were rule-governed behavior and not contingency-governed behavior.

-P.381

-rather than the delayed reinforcers themselves, statements about the possibility of those delayed reinforcers are what more directly influence or control our actions

-behavior occurs not just b/c of the contingency but b/c someone (or you) has stated the rule

-P.381


-function of the deadline is an SD


-putting the deadline into the contingency changes it from an a discriminated

analog of a reinforcement contingency to a discriminated analog of an avoidance contingency

-P.382


-Direct-acting vs. Indirect-acting contingency:


-If a contingency is indirect-acting what is controlling the response? 

STATEMENT OF A RULE DESCRIBING THAT CONTINGENCY

-wherever you have an effective indirect-acting contingency, you have rule-governed behavior

-In all cases response may have CAUSED the outcome (outcome contingent on response) but in all cases, the outcome was too delayed to reinforce the response that produced it

-So, if contingencies do control future behavior, they do so indirectly, through rules describing those contingencies

-P.383


-Two kinds of contingencies are not direct acting: contingency diagram tree



1.  indirect-acting and therefore effective (rule governed)



2.  ineffective

*Note that all direct-acting contingencies are effective contingencies, but not all effective contingencies are direct-acting; indirect-acting contingencies are also effective

-P.384

-Analog: two procedures are analogous when they are alike in some ways and not in other important ways

-A contingency that is not direct acting can’t reinforce a response; yet a rule describing such a contingency might control the relevant response especially if it’s an analog to discriminated avoidance


-Even when the rule is what controls the behavior, the analog contingency might

influence the extent to which the rule controls the behavior

-when an outcome confirms or contradicts a rule, it increases or decreases the frequency with which we’ll follow that rule

-P.386


-Rule + :  rule plus the instruction that you should follow the rule (a mand)



-all instructions seem to involve rules


-Rule - :  rule minus a one or two of the components (imply other component)


-Incomplete rules: minimal rule, just the response; their context makes them clear

and they control behavior as much as the complete version would

-P.387


-Rules describing direct-acting contingencies: what controls the response?



-the rule, the contingency, or both



-difficult to tell

-P.388


-Erroneous examples of behavioral chaining, stimulus control, and learned reinf.


-Is there any way you could establish a behavior al chain that extend over several

days?  
NO, B/C DELAYS BETWEEN EACH COMPONENT ARE TOO GREAT

-Stimulus control? DELAY OF REINFORCEMENT TOO GREAT FOR LIGHT TO EXERT SITMULUS CONTORL

-learned reinforcer? DELAY BETWEEN CLICK AND WATER TOO GREAT TO ESTABLISH CLICK AS LEARNED REINFORCER

-P.389

-Correlation-based law of effect: states that both verbal and non-verbal animals increase their rate of responding when that increased rate raises overall rate of reinforcement 

-in other words, rate of reinforcement is correlated with the rate of responding; the harder you work the more you get

-some believe can account for delayed reinforcement: according to law reinforcers don’t have to follow response immediately; the rates of reinforcement and work just have to be correlated

-no good data, delays usually just a few minutes

-Knowledge of the contingency:  say delayed reinforcement will occur if you understand the relation between your action and the delayed reinforcer

-knowledge of the causal relation between the response and the reinforcer focuses the reinforcing effect of that reinforcer on that particular response

-P.392


-Why do deadlines control our behavior?  

-In the presence of the SD (deadline) making the response will avoid the loss of the opportunity to for the reinforcer


-Why do we procrastinate?



-b/c we don’t break out into a panic until near the last moment:2 deadline 

-approaching the deadline is more aversive if we’re not taking action than if we are (conditional aversive stimulus)

-so can escape aversiveness of approaching deadline combined with inaction, by starting to act and thus entering the somewhat less aversive condition of the deadline’s approach while we are taking action

-approach of deadline still aversive but less so, and that reduction is enough to reinforce our escape response
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-Go over avoidance of loss vs. avoidance terminology again

-P.394

-Explain the football example with Juke and Red: what procedure did they use to break down each play?

 -P.396

-Feedback: when say feedback guides behavior, we are saying that its stimulus control function is its defining feature

-to function as an SD for future behavior, feedback should occur as close as possible to that future behavior (precede future behavior rather than follow previous)

-Feedback is a special type of SD (analog to an SD) one relevant to the class of behavior that produces it

-P.398

-Public posting: consists of putting a record of the person’s accomplishments on a wall chart or graph where that person and perhaps others can see it

-Does public posting reinforce studying?  NO, REINFORCE LOOKING AT THE POSTED GRADES

-P.399?


-Anorexia example questions in book 1-3

-P.401

-Describe the dentist example: what kind of contingency was it, was there a deadline?

-P.401

-Shooting baskets example: serves to emphasize the importance of rules in controlling appropriate behavior, even when those rules oppose the effects of immediate reinforcement by the presentation of a reinforcer

-P.403

-The main consensus from the examples provided where, information in the form of massive education campaigns seems to be the main strategy adopted by governmental agencies and power companies to control peoples’ behavior, is that preachin’ ain’t teachin’

-We know what the big trick is.  The big trick is to give people reinforcers when they change their behavior.  Then they do it.  And often we don’t even have to give the reinforcers right away: rule-governed behavior

-P.404

-Have to do a careful task analysis to be sure you’re putting the contingencies on the right behaviors

-Have to watch out for: personal biases and cultural prejudices, and have to make sure people aren’t just looking busy but not really increasing the quantity or quality of their product

*You should put contingencies on the process (detailed responses) only when you have to, when you can’t get the product or accomplishment you want


-Don’t lose sight of the product

-P.405

-Multiple-baseline design: the way we arrange such things as the change in the values of our IV’s

-new baseline with each replication and start each new intervention as a different time=that way can be fairly sure the change in DV resulted from our change in the IV


-reduce odds change in DV from some coincidental factor

-across behaviors and groups

*the longer the baseline and intervention phases and the bigger the differences between the performances in the two phases, the more confident you are that your intervention was a winner

-P.406

-Visualizing the components might help develop more precise rules describing what they should do.  Then they way the rules to themselves when they run through the sequence of components in the scrimmage

-With enough practice involving direct-acting contingencies, those contingencies may come to control the proper performance of the sequence and the rule control may drop out.


-Covert vs. Overt behavior

-P.407

-Shifting from rule control to contingency control: often start out with complex sequences of responses under the control of a rule.  But as we repeat that sequence, the responses come under the control of the direct-acting contingencies



-football, driving, foreign language



-but never shifts when rule describes indirect-acting contingency
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-P.410-411


-Behavioral Research Supervisory System: Performance management system

-form of performance contracting in which the contracts are designed especially for doing thesis and dissertation research


-Performance management rules: 


1.  Put it in writing: write down list of tasks to give to performance manager


2.  Have effective behavioral consequences: outcomes contingent on completing

contract

3. Performance not monitored once a week turns to Jello: need to meet once a week to show permanent products/proofs and show performance contract for next week

4. Specify the contingencies clearly: 

-Performance contract is essentially a set of rules, and the performance it specifies is rule-governed behavior

-rule-governed analog to avoidance: avoidance response will successfully prevent the loss of the opportunity to earn the points, as long as it occurs during the SD

 -P.413

1.  The environment exerts two major types of psychological control over our behavior:  Operant control (control by the immediate consequences of our actions) and respondent control (control by the immediately preceding eliciting stimuli)

2.  Also, indirect-acting contingencies control our behavior

3.  Rule control could explain the influence of indirect-acting contingencies-contingencies where outcomes are too delayed to reinforce or punish the causal behavior


4.  What explains rule control?

-P.414

-most behavior analysts believe rules function as reinforcement and punishment based SDs

-We believe rule statement is an EO that establishes noncompliance with the rule as an aversive condition before condition:

-all operant control requires direct-acting contingencies (still have a direct-acting contingency controlling our rule-governed behavior, even when the rule describes an indirect-acting contingency)

-theorized, that the direct-acting contingency is the escape contingency based on the learned aversive condition that results from your stating the rule

-the direct-acting contingency is the reduction in the aversiveness associated with noncompliance with the rule

-rules (describing probable and sizeable outcomes) act as the EOs we need.  They establish the value of the outcomes in effective concurrent contingencies that do battle with the devil’s temptations

-P.414

-Problem of self-management is not that delayed outcomes fail to control our behavior

-Myth: B/c we can’t delay our gratification, we fail to act in our long-run best interest

-Why myth?  B/c do not believe that poor self-management occurs b/c of the failure of delayed outcomes to control our behavior (true, don’t believe that delayed reinforcement works).  But, b/c of rule-governed behavior delayed outcomes and rules describing those delayed outcomes can control our behavior (as long as outcomes are probable and sizeable).  

*Immediate contingencies are at the bottom of it all, it’s just that rules specifying delayed outcomes can set up those immediate contingencies based on fear, guilt, or whatever want to call private hell that keeps us all in line.

-P.416 Small but cumulative outcomes

-The biggest problem is when an immediate outcome for each specific instance of a behavior is too small to reinforce or punish that behavior, though the cumulative impact of many such outcomes may be large


-eating ice cream, smoking, flossing, dieting, etc.

-P.417 Improbable outcomes


-it’s hard to follow rules specifying low-probability outcomes



-buckling up

-P.417

-Basic principles: include principles of reinforcement, punishment, and stimulus control.  Can’t explain these principles with other still more basic principles of behavior analysis

-Higher-order principles: include these principles sating the conditions that make rules hard and easy to follow


-sometimes don’t know if a principle is basic or higher order

-P.418

-Contingency tree with outcome properties: two types of rules (easy and hard to follow) and 3 types of contingencies (direct, indirect, and ineffective)

-P.418

-Why do improbable and small outcomes fail to control our behavior?  B/C THE RULES DESCRIBING THE CONTINGENCIES ARE HARD TO FOLLOW

-Why are those rules hard to follow?  B/C RULES DON’T ACT AS EFFECTIVE EOS.  THEIR STATEMENT DOESN’T ESTABLISH A SUFFICIENTLY AVERSIVE CONDITION

-stating the rules fails to establish noncompliance as a sufficiently aversive condition

-therefore, escape from that condition of noncompliance will not reinforce buckling up, especially when buckling up is mildly effortful and aversive

-P.419


-Why do we miss deadlines?  NOT A PROBLEM OF DELAYED OUTCOME

-failure to meet deadlines is a problem of small and cumulative outcomes resulting from the difficulty of estimating the time needed to complete large tasks before delayed deadlines

-When do we need performance management?  WHEN THE NATURAL CONTINGENCIES DO NOT EFFECTIVELY SUPPORT THE APPROPRIATE BEHAVIOR


-Why do we mean by appropriate behavior?  


1.  It increases the individual and groups long-range contact with beneficial

conditions (reinforcers) and


2.  Also decreases contact with harmful conditions (aversive conditions)

-P.420

-How do we manage the performance of nonverbal clients?  ADD OR REMOVE DIRECT-ACTING CONTINGENCIES TO SUPPLEMENT THE INEFFECTIVE NATURAL CONTINGENCIES

-How do we manage performance of verbal clients?  ADD INDIRECT-ACTING CONTINGENCIES TO THE INEFFECTIVE NATURAL CONTINGENCIES

-In other words, supplement rules that are hard to follow by adding rules that are easy to follow

-P.422

-Why do rules stating or implying deadlines work?  STATING SUCH RULES ESTABLISHES NONCOMPLIANCE AS A SUFFICIENTLY AVERSIVE CONDITION THAT ESCAPE FROM THAT AVERSIVE CONDITION REINFORCES COMPLIANCE

-In other words, the thought of losing the opp. to spend the $5 today or missing the needed free dental care would be aversive enough that escape form that thought would reinforce going to the dentist

-P.423


-What is the three-contingency model of performance management?

-use it to explain the effectiveness of indirect-acting performance-management contingencies

-*Don’t need the theoretical contingency when the performance-management contingency is direct-acting

*The rule should specify a fairly immediate deadline, though it can specify a delayed outcome.

-P.424

-Why don’t people finish theses etc.?  IT’S NOT B/C THEY DON’T CARE IT’S B/C OF PROCRASTINATION

-the progress make during any given hour of writing dissertation small compared to total progress needed to make



-harmful results were insignificant for procrastinating another hour or so...



-fear or anxiety isn’t great enough: only slight reduction in aversiveness

-P.424



-Why does BRSS work?  


1.  B/C system provides performance management: and we need PM when the

natural contingencies are ineffective in supporting appropriate behavior

2.  There’s a limit to how much can procrastinate:  and not performing becomes more and more aversive

*Performance contracting within the research supervisory system produces rules that make it clear when you’re dangerously off task; and those clear rules with probable, sizable outcomes are effective EOs that support the reinforcement of getting on-task

-The deadline for the response and the time the reinforcer will be lost need not be the same

-P.426

-Whether or not a rule controls our actions is a function of both the probability and the size of the outcome that rule describes



-shark attack and rain

-Why can’t we build a world free from aversive control?  OUR PHYSICAL WORLD IS FULL OF AVERSIVE CONTROL

-always need to deal with an occasional mildly aversive physical reality

-More subtle form of aversive control: DEADLINE (time and date when something bad will happen if you haven’t previously made the right response)

-you effectively cope with the deadline by immediately escaping from or reducing a learned aversive condition-one associated with failure to comply with the rule that describes the deadline contingency

-P.427


-Why can’t we use large learned generalized reinforcers to reinforce behavior?


-ONLY 2 THINGS WILL STOP YOUR PROCRASTINATION:


1.  the immediate need for the $10 (contingent on studying) or


2.  escape from the learned aversiveness of approaching a deadline after which

you can no longer earn the $10

-We can’t realistically escape from the need for aversive control by using added unlearned reinforcers, added learned reinforcers, or built-in reinforcement contingencies
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-P.430: Writing example

-Rule-governed behavior-control by rule describing the pay-for-performance contingency


-Why is this rule-governed behavior?


1.  Teacher stated the rule


2.  Performance changes as soon as teacher states rule and before student has

experienced reinforcement of the points

3. Contingency failed 60-sec test

4. The contingency is indirect-acting: if fails 60-sec test and still controls behavior, then know it’s indirect acting and thus must be rule governed

-Deadline? Yes, the end of writing class.

-important for delayed delivery of reinforcer, w/out deadline would procrastinate

-Diagram 432

-P.431

-all analog contingencies that increase or maintain performance are analogs to avoidance (of loss or of aversive condition) b/c control behavior b/c of deadline, something bad’s going to happen if they’re not met.

-P.432

-Ineffective natural contingency: involved small but cumulative improvement in writing skill that resulted from writing each word, or sentence, or assignment

-Effective performance management: could be indirect acting b/c dealt with behavior of verbal human beings.


-sizable, though delayed, presentation for each word written


-theoretical direct-acting contingency: involved teacher’s rule statement

establishing not writing as an aversive condition


-the more immediate the deadline, the faster the world spins

-P.433

-What should you do first when performance is poor?  SPECIFY PERFORMANCE

-make sure everyone knows what job is; write and distribute detailed description of each of tasks

-What should you do second? GIVE FEEDBACK ON PERFORMANCE



-make sure everyone knows how well they’re doing their jobs

-What happened to performance when used threats? Increase then decrease

-PAY FOR PERFORMANCE: you get what you pay for



-instead of paying for attendance, pay for amount of work completed



-human performance tends to match the performance schedule

-Deadline essentially every few min. or at least once/hour when director made period visits

-Diagram 435

-P.435

-Ineffective natural contingency: actual natural contingencies do not effectively control their performance to get them to act in ways that will produce that reinforcer

-P.436: GED example

-set up pay-for-performance program where students had to attend class and perform well in class

-set up performance contract each week gave student chance to practice setting and achieving goals

-Diagram 437

-P.439


-What is the 3-con model? 

-It’s a way of diagramming behavioral contingencies, when the outcome in performance-management contingency is too delayed to reinforce or punish the behavior being managed

1.  Ineffective natural contingency: one that wish controlled our behavior but doesn’t



-ineffective b/c outcome either too small or too improbable

2.  Performance management contingency:  effective b/c outcome sizeable and probable

3.  Inferred theoretical contingency:  If PM contingency analog to avoidance, theoretical contingency escape/ analog pun.=punishment

-Instead of talking about fear and aversive thoughts: can talk about conditional before and after conditions

-analogs to avoidance: approaching deadline combined with behavior not being done is aversive
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-P.442

-Perpetual behavior intervention: You modify the behavior, the modified behavior maintains itself, and you never have to deliver another behavioral consequence

-Myth of perpetual behavior: once you intervene, the improved behavior runs on forever, with no more inputs required-no more performance management, no more behavior contracts

-Myth of intermittent reinforcement: you can gradually reduce the frequency of reinforcement until the behavior maintains without reinforcement

-BA’s try to fuel perpetual maintenance with schedules of intermittent

reinforcement: VI and VR

-Why? Has to do with principle of resistance to extinction: intermittent reinforcement makes the response more resistant to extinction than does continuous reinforcement

-Illogical reasoning: use CR to establish desired behavior and then change schedule of reinforcement to one with fewer and fewer reinforcers



-so person builds greater and greater resistance to extinction



-in time, reinforcement becomes so rare and resistance to extinction so

high that we can stop reinforcement altogether



-then person will keep responding forever without limit


-same analogy with unlimited resistance to extinction

-Our behavior is subject to the laws of behavior, including the law of effect: which states that our behavior will stop if not reinforced

-P.443

-Jungle Jim: started with reinforcement procedure: whenever Jim walked by the monkey bars, received teacher attention and was ignored other times when away from monkey bars

-resulted in him gradually spending more time closer and closer to monkey bars

-probably direct-acting contingency of social reinforcement controlled behavior


-Then used shaping reinforce successive approximations until was climbing bars



-became less of klutz from repeated practice of climbing

-teachers also intermittently delivered praise and other social reinforcers when he played with other active toys


-gradually moved from CR to intermittent and reduce size of reinforcer


-at close of intervention Jim got no more attention than other kids did, yet

appropriate active play increased

-P.444

-Behavior trap: procedure using a shifting set of reinforcement contingencies that get ahold of behavior and won’t let go


-behavior intervention leads a behavior into the trap

-as gradually decreased frequency and duration of added social reinforcement, the built-in reinforcement contingencies of the monkey bars were themselves coming to control Jim’s playing

-so in end didn’t need added reinforcement, built-in reinforcement contingencies were enough


-Cause Jim to monkey around bars enough for two things to happen:


1.  acquired good climbing skills and 


2.  built-in delights of the activity frequently reinforced and this finally “trapped”

his climbing

-P.444

-Behavior trap for Dicky putting on glasses, built-in reinforcement contingency of seeing so much better came to maintain putting on the glasses

-also fell into behavior trap as natural reinforcers for speaking came to maintain his performance

-P.445

-used candy to reinforce bike riding: gradually raising response requirement and effort to make response


-once could ride bike freely no longer needed added candy reinforcers


-behavior trapped by built-in reinforcement contingencies involved in riding

??”she had neither the behavioral skills nor the physical strength to make contact with the natural, built-in reinforcement contingencies supporting biking”


-so they shaped bike riding


-however, b/c she didn’t have the physical strength/ muscle required to bike how

is it shaping b/c we say lifting weights isn’t shaping we can’t shape running longer distances if don’t have initial stamina and strength.

-P.446

-Does avoidance of an aversive condition that’s only intermittent control behavior? YES


-How do we maintain behavior?  KEEP CONTINGENCY IN PLACE

-often there’s no behavior trap to grab performance and keep you going in the right direction


-unprogrammed contingencies are small and only cumulative value


-so most of us need contracting to achieve optimum performance


-we need rules that are easy to follow even if they describe indirect-acting cont.
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-P.448


-Must be concerned with 2 things in transferring behavior change:


1.  make sure the situation of the intervention is similar to the client’s normal

     environment: then behavior change will transfer to the normal environment

2. must make sure the client’s normal environment maintains the behavior change  we bring about 

-If eliminating inappropriate behavior: make sure environment doesn’t reinforce behavior again-i.e. DRA

-problem in maintenance of behavior change when want to reinforce some missing behavior; must be sure reinforcement procedures operate in client’s normal environment so behavior won’t extinguish

